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Executive summary

This report provides an overview of artificial intelligence 
(AI) in the context of mediation. Over the last few years 
AI has emerged as a hot topic with regard to its impact 
on our political, social, and economic lives. The impact 
of AI on international and diplomatic relations has also 
been widely acknowledged and discussed. This report 
focuses more specifically on the practice of mediation. It 
aims to inform mediation practitioners about the impact 
of AI on mediation, including its benefits, its challenges, 
and its risks in relation to peacemaking. It also hints at 
synergies between the mediation and technology com-
munities and possible avenues of co-operation.

Broadly speaking, the report provides (a) a mapping of 
the relationship between AI and mediation, (b) examples 
of AI tools for mediation, (c) thoughts on key considera-
tions and precautions when using AI tools, and (d) a dis-
cussion on the potential impact of AI tools on trust in the 
context of mediation.

In mapping the relationship between AI and media-
tion, the report offers a three-part typology: (a) AI as a 
topic for mediation, (b) AI as a tool for mediation, and (c) 
AI as something that impacts the environment in which 
meditation is practised.

Based on this, the report argues that even if mediators 
do not directly engage with AI tools, they need to have 
a basic AI literacy. AI has started to shape the envi-
ronment of conflict resolution and might, in the not so 
distant future, play a role in the conflict itself.

The report identifies three areas in which AI applica-
tions can usefully support the work of mediators and 
their teams: (a) supporting knowledge management 

and background research, (b) generating a good under-
standing of the conflict and the parties to the conflict, and 
(c) creating greater inclusivity of mediation processes.

The report also highlights three areas of consideration 
and precaution when using AI as a tool for mediation: (a) 
potential biases related to data sets and algorithms that 
need to be acknowledged, (b) the need for strong provi-
sions regarding data privacy and security, and (c) the 
need for collaboration with the private sector on some 
of these tools.

Trust can play an important role on the road towards 
successful mediation. The report identifies three ways 
in which the use of AI tools might impact trust in the 
context of mediation: (a) if AI tools are used by media-
tors and their teams, it is important to undertake steps 
to build trust in these tools; (b) trust in AI tools or the lack 
thereof might also impact the trust enjoyed by media-
tors and their teams and vice versa; (c) AI tools might 
also be used to build a ‘working trust’ between the par-
ties in conflict, in particular when it comes to monitoring 
and implementation.

Lastly, the report offers four additional recommen-
dations for taking work in the context of AI and 
mediation further: (a) engaging in capacity build-
ing for AI in mediation that goes beyond AI literacy; 
(b) considering a re-shaping of mediation teams to 
include relevant topical and technical expertise in the 
area of AI; (c) developing best practices and guide-
lines for working with the private sector; and (d) 
engaging in foresight scenario planning and proof of 
concept regarding the use of existing and future AI 
tools for mediation
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Introduction

This report provides an overview of AI in the context of 
mediation. Over the last years AI has emerged as a hot 
topic with regard to its impact on our political, social, and 
economic lives. The impact of AI on international and dip-
lomatic relations has also been widely acknowledged and 
discussed. However, at this point in the discussion, we 
need to carefully navigate between hype around AI and a 
dystopian vision of the technology. It is equally important 
that the discussion on AI moves from general observa-
tions to specific examples and applications. This report 
takes these discussions forward in a productive way.

More specifically, this report focuses on the practice of 
mediation, understood as ‘the active search for a negoti-
ated settlement to an international or intrastate conflict 
by an impartial third party’.6 It informs mediation prac-
titioners about the impact of AI on mediation, includ-
ing its benefits, its challenges, and its risks in relation 
to peacemaking. In doing so, this report builds on two 
previous DiploFoundation studies, Data Diplomacy – 
Updating Diplomacy to the Big Data Era and Mapping the 
Challenges and Opportunities of Artificial Intelligence for 
the Conduct of Diplomacy.7,8

It is important to emphasise from the outset that media-
tion is profoundly interpersonal and highly dependent 
on the skills of the mediators and their teams. It hardly 
needs stressing that AI tools are not here to replace 
mediators or automate broad aspects of their work. 

Having said this, it is still worth exploring new tools for 
mediation, if they offer the chance to support the journey 
towards conflict resolution. More broadly speaking, AI 
will impact the work of mediators by changing the envi-
ronment in which conflict resolution is practised and 
regardless of whether mediators actively use AI tools 
for their work, this should be enough reason to learn 
more about the impact of AI on mediation.

The first part of this report provides a broad overview 
of AI and mediation by (a) introducing key concepts 
related to AI, (b) mapping the relationship between AI 
and mediation, and (c) stressing the importance of AI 
literacy for mediators. The second part focuses more 
specifically on AI tools for mediation. It sheds light on 
potential applications of AI, adds key considerations and 
precautions regarding the use of AI tools, and explores 
trust in the context of mediation and AI. By way of con-
clusion, the report adds four additional recommen-
dations regarding the next steps in using AI tools for 
international conflict resolution.

This report presents the first study dedicated exclu-
sively to AI and mediation. That is why we undertake a 
mapping exercise before zooming in on a discussion of 
AI tools and their implications. Many of the topics that 
this report touches on deserve closer attention and 
more detailed research, which hopefully will follow over 
the next few years.
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Mediation and AI: 
The broad picture

In this section, we set the scene for understanding the 
relationship between AI and mediation by (a) providing 
an overview of AI and related concepts such as machine 
learning and big data, (b) offering a three-part typol-
ogy to think through the relationship between AI and 
mediation, and (c) defining and discussing AI literacy 
for non-technical experts in the context of mediation. 

To fully appreciate the impact of AI on mediation, it is 
important to start from a broader perspective. While 
this report focuses on AI as a tool for mediation in the 
following section, a broad appreciation of the relation-
ship between AI and mediation furthers our under-
standing of the topic and helps to generate ideas for 
future research and practice in this area.

Understanding AI and related concepts

To understand and map the potential of AI for peace-
making, we need to start from a basic understanding 
of AI. To begin with, we can define AI as ‘[t]he theory 
and development of computer systems able to perform 
tasks normally requiring human intelligence, such as 
visual perception, speech recognition, decision-mak-
ing, and translation between languages’.9 Areas of AI 
include automated reasoning, robotics, computer vision, 
and natural language processing (NLP).10

The most prominent examples of AI discussed today 
have been achieved by machine learning. Machine 
learning is behind AlphaGo’s ability to beat human 
board-games champions, Amazon’s ability to make rec-
ommendations, PayPal’s ability to recognise fraudulent 
activities, and Facebook’s ability to translate posts on 
its site to other languages.11 In simple terms, machine 
learning builds on vast amounts of data which are ana-
lysed using algorithms to discover patterns. Depending 
on the goals of analysis and the specific algorithms 
used, we can distinguish between supervised, unsu-
pervised, and reinforcement learning.12,13

In the case of supervised learning, there is a goal, 
for example understanding how specific advertising 
affects sales in stores and analysing data from past 
cases in which sales were particularly high or particu-
larly low. Based on this data, the supervised model can 
be trained to understand the relationship between spe-
cific advertising and sales and is then able to predict 
similar situations accurately. Note that in supervised 

learning, there is a clear understanding of the prob-
lem to be solved and its relationship to other factors. 
Supervised learning also depends on the availability of 
historical data that can be categorised clearly (Which 
type of advertising was used? Were sales high or low 
at that time?).14,15

Unsupervised learning is useful when it is not yet clear 
what the goal is and how the available data relates to 
this problem. An unsupervised learning model is good 
at uncovering correlations and coming up with sugges-
tions on how to group the data you have. In the case of 
sales, unsupervised learning might suggest other rel-
evant factors for you to take into account, such as the 
impact of the geographic location of stores on sales and 
specific types of advertising. In unsupervised learning, 
the data is not yet categorised and the model is asked to 
find correlations between different factors.16,17

Reinforcement learning models start from a specific 
goal to be accomplished; for example, becoming profi-
cient at playing Go. However, the model is not explicitly 
told how to achieve this and is given data that is not 
categorised. Learning in this case occurs through trial 
and error. Given the specific goal to be achieved, the 
model adjusts its ‘approach’ and ‘assumptions’ in order 
to improve. AlphaGo Zero used reinforcement learning 
to learn how to play Go by playing against itself without 
human input.18,19 Reinforcement learning is also used 
to train AI that is proficient at more than one board 
game.
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Machine learning builds on big data, which is often 
defined through reference to the volume, variety, and 
velocity of the data.20 For the purpose of this report, it 
is useful to distinguish between various sources of big 
data in relation to human activity. Big data generated 
by what people say includes online news, social media, 
radio, and TV. Big data generated by what people do 
includes traffic movements, mobile communication, 
financial transactions, postal traffic, utility consumption, 
and emissions of various kinds. On the other hand, we 
can also consider different sources of big data. Digital 
data is generated automatically by digital services such 
as global positioning system (GPS) data from mobile 
phones. Online information includes data generated by 
activities on the Internet. Geospatial data includes data 
from satellites and remote sensors.

Before moving on to mapping the relationships between 
AI and mediation, three points are worth emphasising. 
First, AI is a moving target in the sense that the term 
is often used to describe the cutting-edge of technol-
ogy development. This sometimes prevents us from 
perceiving and analysing the various ways in which the 
technology is already influencing our everyday lives.21,22 
Some AI already seems ordinary to us, such as Google 
search or Google translate. However, this does not mean 
that they are less important than more complex AI sys-
tems. When it comes to AI as a tool for peacemaking, it is 

important to explore the full breadth of AI applications. 
Tools that are no longer routinely referred to as AI, such 
as smart searches, need to be kept in mind.

Second, AI is often used as a suitcase or umbrella term. 
‘It’s a concept that appears simple enough but is actually 
endlessly complex and packed – like a suitcase – with 
lots of other ideas, concepts, processes and problems.23 
This serves as a useful reminder that discussions 
around AI and mediation are most useful when the term 
AI is unpacked by using specific examples referring to 
specific applications. In this sense, the discussion about 
the application of AI to mediation is most useful when 
specific examples are discussed.

Third, especially when it comes to peacemaking, it is 
worth emphasising that AI is a dual-use technology. In 
simple terms, any innovation in AI might be used for 
good or for ill. While AI can support peacemaking and 
humanitarian efforts, it can also be used to exacerbate 
conflict situations.24 Deep fakes, which describe ‘content 
[that] is doctored [using AI] to give uncannily realistic but 
false renderings of people’, are a particular concern.25 
Debates around lethal autonomous weapons systems 
(LAWS) and other military applications of AI are another 
reminder of the dual-use nature of AI and the potential 
impact of AI on conflict situations.

A three-part typology to think through the relationship  
of AI and mediation
While this report focuses on the use of AI as a tool for 
mediation, it is important to create an understanding 
of the broader relationship between peacemaking and 
AI.26,27 To do this, we apply a three part-typology includ-
ing (a) AI as a topic that mediation teams need to be 
aware of, (b) AI as a tool for mediation teams to support 
their work in various stages of mediation, and (c) AI as 
something that impacts the environment and context in 
which mediation takes place, particularly in the context 
of online misinformation.

Mediators need to be aware of AI as a topic for nego-
tiation as it is likely to become part of or impact future 
peace negotiations. In a previous report, we illustrated 
how AI is becoming part of the topics that diplomats are 
negotiating.28 We introduced the distinction between (a) 
AI triggering shifts in the ways in which existing topics 
are discussed and (b) AI bringing new topics to interna-
tional agendas and specific negotiations. We are already 

seeing shifts in debates around the economy, security, 
ethics, and human rights. At the same time, new top-
ics such as debates related to LAWS are entering inter-
national agendas. The same dynamic will likely affect 
international conflict resolution.

In addition to AI as a topic of mediation, AI can serve 
as a tool for mediators and their teams. This is not to 
say that all future mediation will include the use of AI. 
Rather, certain tools and their context-specific applica-
tion can support mediation and increase the effective-
ness of the work of mediators. Awareness of the tools 
and the opportunities and challenges associated with 
them will be key. In the following section of this report 
we illustrate this in greater detail and discuss the appli-
cation of specific AI tools in relation to mediation.

Lastly, mediators need to be aware of shifts in the envi-
ronment and context in which mediation is practised 
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due to advances in AI. Two concerns stand out in par-
ticular: (a) the emergence of new kinds of conflicts 
around the application or development of AI, and (b) the 
use of AI in conflict situations. The current debate around 
advances in AI is sometimes framed as a competition, in 
particular as a competition between the USA and China. 
This ‘race for AI’ is sometimes likened to the Cold War. 
It is conceivable that as more and more countries race 
to benefit from advances in AI and develop various AI 

applications, including military and security applica-
tions, AI will become a component of conflict situations 
and consequently an element that needs to be consid-
ered in mediation. Related to this is the potential use 
of AI in conflict situations. We have already mentioned 
LAWS. In addition, various surveillance applications of 
AI, for example facial recognition, will become elements 
of conflict situations. Mediators need to be aware of this 
potential of AI.

AI literacy for mediators

Regardless of whether mediators and their teams are 
using tools to support mediation, they ‘have a respon-
sibility to be literate about the technologies present in 
the mediation environment’.29 In broader terms, the 
United Nations Secretary-General’s Strategy on New 
Technologies argues that ‘engagement with new tech-
nologies is necessary for preserving the values of the 
UN Charter and the implementation of existing UN man-
dates’.30 Even if mediators and their teams do not rely 
on the use of AI tools to support their work, AI is likely 
to become a topic of mediation and a cause for shifts in 
the environment in which mediation is practised. This 
means that regardless of whether mediators plan on 
using AI for their work, they need to have an awareness 
of AI and its potential impact on the content and context 
of mediation.

This raises the question of what knowledge and skills 
mediators should have or develop in relation to AI. It is 
clear that not everyone can or should become a techni-
cal expert. Everyone involved in mediation who uses AI 
or is likely impacted by it should have a basic under-
standing of it. A good way of framing this is to use the 
concept of technological literacy and apply it to AI.

The idea of technological literacy is certainly not a new 
one.31 As a starting point, it can be defined as ‘having 
knowledge and abilities to select and apply appropri-
ate technologies in a given context’.32 Many definitions 
of technological and digital literacy focus on the ability 
to use a given technology appropriately. In addition, 
it is important to add a component that includes criti-
cal thinking, which in the first instance is the ‘critical 

assessment of the impact of digital technology on […] 
society’.33

When it comes to AI literacy, the two components of 
digital literacy also apply. On the one hand, there are 
the skills and knowledge needed to use technology 
appropriately for a given task and in a given context. 
On the other hand, there are the skills and knowledge 
needed to assess the implications of this use for the 
given conflict and for wider society. These skills are all 
the more important as we are only in the early stages 
of thinking through the relevance of AI for mediation. 
First, the usefulness of specific tools needs further 
exploration; challenges and opportunities in a given 
context need to be recognised. Second, the implica-
tions of AI for the broader context of peacemaking 
need to be thought through. For example, what role 
will LAWS play in future conflicts? To what extent will 
deep fakes develop into spoilers in peace processes 
and how can mediators respond effectively? Third, 
mediators need to be able to navigate both hype and 
pessimism when it comes to AI applications. They need 
to be careful not to oversell the possibilities of the tech-
nology while not missing out on new opportunities for 
peacemaking.

It is crucial to be able to navigate between hype and 
pessimism when it comes to AI and to recognise both 
opportunities and challenges as they arise in a given 
context. Regardless of the extent to which mediators 
and their teams wish to include AI as part of their tool 
box, this level of AI literacy for mediators will be crucial 
going forward.
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AI as a tool for mediators: 
Mapping the field

Mediation is about people and interpersonal relation-
ships. It is clear that the essence of mediation will not 
change due to the introduction of new technology in 
the field. However, AI tools can usefully assist media-
tors and their teams in various ways. In other words, 
the core assumption that mediation is about people 
does not contradict exploring the potential use of AI 
in the context of mediation. In fact, thinking of AI as 
a tool for mediation raises a number of interesting 
questions: What elements, if any, are we comfortable 
outsourcing to a machine? Are there any tasks that 

could be automated? What does ‘meaningful human 
control’,34 a term borrowed from the discussion on 
LAWS, mean in this context? In what cases and to 
what extent do we know or need to know how an AI 
system arrived at a certain result? In this section, we 
introduce a number of ways in which AI applications 
can usefully support the activities of mediators and 
their teams and also raise points of caution regard-
ing the use of AI. In the final section, we discuss the 
potential impact of AI tools on trust in the context of 
mediation.

Potential applications and uses of AI

To better understand the potential of AI to serve as a 
tool for mediators, it is useful to build on the distinc-
tion between assisted, augmented, and automated 
intelligence.35 Assisted intelligence supports the 
work of a human being, augmented intelligence 
allows humans to do something that they would oth-
erwise not be able to accomplish, and automated 
intelligence describes those cases in which the entire 
task is performed by an AI. Generally speaking, ‘the 
technology’s greater power is in complementing and 
augmenting human capabilities.’36 A 2018 report by 
PricewaterhouseCoopers argues that currently, the 
best applications for AI in business are (a) the automa-
tion of simple tasks and processes and (b) the analy-
sis of unstructured data.37 Automation receives lots 
of attention in general debates on AI, partially due to 
concerns about the loss of jobs. In diplomatic practice, 
we see attempts at automation in the area of consu-
lar affairs where a first contact with citizens is man-
aged via chat bots.38 In the area of conflict arbitration, 
we also see attempts at automation.39 Neither of these 
examples carries over into mediation practice as it is 
understood here. While most applications discussed in 
the following fall under the category of assisted and 
augmented intelligence, there is a small potential for 
automating elements of mediation tasks through smart 
searches and automated summaries.

In the following, we look at the potential of AI applica-
tions for mediation in three areas: knowledge manage-
ment, understanding conflict situations and the parties 
to the conflict, and creating inclusivity through interac-
tion with the wider population.

Knowledge management for mediators 
and their teams

A vast amount of information about the process of medi-
ation, guidelines, best practices, and lessons learned is 
available for mediators and their teams. The resources 
provided through UN Peacemaker are a great example of 
this – including key UN documents, mediation guidance, 
UN guidance for effective mediation, and the peace 
agreement database.40 However, information and key 
lessons are often not readily available because tra-
ditional computerised search methods are not helpful 
when data is mostly available in unstructured form, 
meaning that it is not available in an organised form 
according to predefined categories.

Smart searches can make information and knowledge 
already accumulated more readily available and easier 
to search. Such searches would go beyond a simple 
keyword search in a repository and draw connections 
between various types of documents. Textual data 
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relevant for mediation – including treaties, mediational 
manuals, and notes from the field – are often available 
in an unstructured form and spread across a variety of 
locations. Using NLP, AI applications can help in creating 
better access to and analysis of this data.41 This would 
save time in the research and preparatory activities of 
mediators and make the lessons learned from previous 
mediation activities more readily available. In addition, 
such a system might draw connections between various 
documents that did not occur to human researchers. 
This ability of AI applications to discover patterns and 
draw connections might make it particularly useful for 
knowledge management tasks. Challenges of applying 
NLP include understanding context, dealing with large 
and diverse vocabularies, dealing with different mean-
ings, and grasping word play and ambiguity.42

An example of such an application of AI for knowledge 
management is the Cognitive Trade Advisor (CTA). 
Introduced at the 2018 World Trade Organization (WTO) 
Public Forum, the system helps with the analysis of rules 
of origin stipulations across a large number of treaties.43 
In addition to identifying rules of origin stipulations, the 
system gives additional information according to con-
text, responds to more complex queries, and includes a 
virtual assistant to answer questions and provide fur-
ther graphical illustration.44 CTA was built to showcase 
that it is possible to apply AI to facilitate the research 
and preparation process of negotiators (including sav-
ing time and resources) and to tackle complexity.45

From this perspective, it is worth considering to what 
extent a resource like UN Peacemaker can be turned 
into a smart repository. However, applications for 
this purpose need to be specifically trained – usually 
involving human experts who highlight key issues in the 
early training phase of a neural network using super-
vised learning.46 This means that off-the-shelf solutions 
are not likely to yield good results and that time and 
resources need to be invested in training such tools. 
This also means that their application will be narrow 
and that the goals and scope of the project need to be 
well-defined in advance when working with a technical 
team to realise such an AI application.47

Knowing about conflict situations and 
the parties in conflict

The key for any successful mediation is preparation 
and an excellent understanding of the conflict situation 
and the parties to the conflict. It is crucial to ‘identify the 
actors and their interests, their position, what are their 
best alternatives, in order to come up with a strategy’.48 

AI applications can assist in creating this understanding. 
it is worth stressing from the outset, however, that these 
applications will only ever be in the realm of assisted 
or augmented intelligence. They do not work well with-
out human input, human oversight, and the addition of 
contextualisation that can only be provided by human 
insight.

In terms of using new technologies to better under-
stand a conflict situation and the parties to the conflict, 
social media is discussed prominently at the moment. 
Generally speaking, social media can be used by media-
tors and their teams to understand local attitudes and 
the wider attitudes towards the conflict.49 Sentiment 
analysis, using widely available AI tools, is a prominent 
example of this. It includes a combination of NLP, compu-
tational linguistics, and text analytics to extract ‘subjec-
tive information in source material’.50 Network analysis 
can help to show prominent voices in the discussion and 
uncover connections between those voices. As part of 
a network analysis, a network of key participants in a 
debate on a specific topic is built which illustrates con-
nections between participants. Key nodes in the system 
are assumed to be well-connected individuals, who can 
connect diverse groups and are important for a topic to 
gain traction in the discussion.51

The analysis of social media allows for finding infor-
mation that would otherwise be excluded from view, 
identifying key people, monitoring key societal groups 
and social movements, discovering commonalities, 
asking the right questions, and pre-empting the esca-
lation of conflict situations. In addition, if mediators and 
their teams engage in communication with the public, 
this type of analysis is helpful in adapting communica-
tion campaigns to the target group and in monitoring 
the reception and effectiveness of these messages. 
Of course, this focus on social media comes with the 
caveat that only those opinions represented on social 
media are captured. This is a bias that any such analysis 
needs to take into account and depending on the media-
tion context might prove to be a substantial limit to the 
effectiveness of social media analysis for mediation.

A step further, as far as AI applications are concerned, 
are integrated systems which bring different sources of 
information, including social media, together. Recently, 
the Department of Crisis Prevention, Stabilisation, 
Post-conflict Care and Humanitarian Aid of the German 
Federal Foreign Office launched an initiative to ‘evalu-
ate publicly available data on social, economic, and 
political developments’ to increase the department’s 
ability to detect crisis at an early stage.52 A similar tool, 
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Haze Gazer, was developed and tested by UN Global 
Pulse Jakarta in co-operation with the government of 
Indonesia. It was developed to help address the for-
est and peatland fires that happen in Indonesia every 
year and affect the environment and livelihoods in the 
Southeast Asian region. It is a web-based tool that com-
bines three types of data: (a) open data in the form of 
fire hotspot information from satellites and baseline 
information on population density and distribution; (b) 
citizen-generated data from the national complaint sys-
tem in Indonesia called LAPOR! as well as citizen jour-
nalism from videos uploaded to an online news channel; 
and (c) real-time big data from social media channels, 
online video channels, like YouTube, and online photo 
sharing platforms, such as Instagram.53 The tool pro-
vides real-time information on the location of fires and 
haze, the location of the most vulnerable populations, 
the most affected regions, and the behaviour of affected 
populations.

It is conceivable that similar tools can support the work 
of mediators and their teams. More generally, getting a 
broad picture of the conflict situation – a kind of 3-D 
real-time picture54 – facilitates the process of mediation 
through creating a better understanding of the situa-
tion. In addition, better agreements are possible, at least 
theoretically, through the inclusion of factors hitherto 
unconsidered, the possibility of finding additional facts 
that can be leveraged on the way towards an agree-
ment, and the ability of mediators and their teams to 
provide a fuller picture to the parties in conflict.55

Regardless of the AI tools being used, human insight 
– including values and perceptions – are indispensa-
ble when putting the findings and suggestions of AI 
tools into context. Further, human mediation experts 
must ask the right questions in the first place to help 
design more effective and better targeted tools. Having 
said that, findings and suggestions of AI tools might be 
very helpful in challenging stereotypes and prejudices 
and in pointing mediators to issues they have not yet 
considered.56

Creating greater inclusivity

Inclusivity is the cornerstone of effective mediation. 
Inclusivity means that mediators take the needs of the 
broader society into account and involve a variety of 
stakeholders in the process in order to bring a variety of 
perspectives to the table.57 This builds on the assump-
tion that the parties to the conflict may not be represent-
ative of the wider public and that other voices, though 
not represented in the formal negotiations, need to be 

heard in order to create broader legitimacy.58 Herein lies 
the possibility to create a ‘democratisation of peace-
making’ and go beyond a focus on elites in the media-
tion process.59 Previous publications on cybermediation 
discuss a number of cases in which new technological 
tools, in particular social media or dedicated websites, 
have been used to foster inclusivity in mediation.60,61

As we have seen, AI applications can play a role when 
it comes to the automated analysis of vast amounts 
of unstructured textual data. This is particularly useful 
when it comes to analysing the results of large-scale 
public consultations. The use of machine learning to 
analyse public opinions and sentiments in these cases 
has been explored in a mediation context by the UN 
Department of Political and Peacebuilding Affairs’ 
(DPPA’s) Middle East Division (MED).62 MED is also work-
ing on a tool to ‘evaluate the public’s receptivity to an 
aspect of a peace agreement’ via digital focus groups 
across large constituencies in various Arab dialects. 
Such a tool would allow ‘thousands of members of a 
concerned constituency in a country and its diaspora 
(e.g. refugees) to be consulted in real time’.63 This infor-
mation is not only important to further contextualise 
the peace process, it might also be crucial for shaping 
agreements and ultimately the success of a mediation 
effort.

In aiming for greater inclusivity, it is important to go 
beyond social media and data generated through 
Internet use. UN Global Pulse ran a project in Uganda 
that analysed radio conversations on public policy and 
state initiatives. More than half of Ugandan households 
rely on the radio as their primary source of information 
and use radio shows to call in and voice their opinions.64 
Instead of relying on input generated on social media, 
the project was able to bridge the digital divide and 
include voices that a narrow focus on textual or social 
media data would have missed. It did so by using text-
to-speech AI applications to convert spoken words into 
text and including relevant conversations in a search-
able database.

At the 2019 AI for Good Global Summit, IBM’s Project 
Debater showcased the ability to provide a written syn-
thesis from larger amounts of texts generated through 
public consultation. The project’s Speech by Crowd ser-
vice started from a ‘collection of free-text arguments 
from large audiences on debatable topics to generate 
meaningful narratives out of these numerous independ-
ent [crowd-sourced] contributions’.65 Speech by Crowd 
is particularly noteworthy for its ability to synthesise 
text into summaries of key points. Given further recent 
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developments in the ability of AI applications to gener-
ate coherent texts given specific inputs, such as Open 

AI’s GPT-2,66 it is reasonable to expect AI applications of 
this kind to play a role in the future of mediation efforts.

Key considerations and precautions when using AI tools

While it is important to explore new possibilities and 
tools for mediation, it is equally important to remain 
pragmatic about the feasibility of these tools. In our 
current times of AI hype, there might be a temptation 
to over-sell the technology. In the words of a mediator 
interviewed regarding new technologies and mediation, 
it is important to analyse workflows and adapt the tech-
nology accordingly.67 This means that any introduction 
of new technology to the work of mediators and their 
teams needs to fit the existing circumstances and con-
text of the mediation and the needs of the mediation 
team. Further, as the application of AI tools in the field 
of humanitarian, development, and legal sectors are 
further explored in the future, a more nuanced picture 
regarding the application of these and similar tools for 
the context of mediation will no doubt emerge. Having 
said that, three broad areas that need to be taken into 
consideration and that demand a cautious approach can 
be clearly identified: questions around bias and neu-
trality; questions regarding data security, privacy, and 
human rights; and questions around collaboration with 
the private sector. These areas will remain key concerns 
for the foreseeable future.

AI between bias and neutrality

Bias is often discussed in relation to mediators and their 
teams and guidelines give advice on how to avoid the 
impression of bias. ‘[I]f a mediation process is perceived 
to be biased, this can undermine meaningful progress to 
resolve the conflict.’68 However, when we look at AI as a 
tool for mediation, the question of bias takes on a new 
and prominent meaning.

AI tools to support the work of mediators – by providing 
better knowledge management, a better understand-
ing of the conflict situation and the parties in conflict, 
and greater inclusivity of the process – are not neutral. 
Mediators and their teams need to be aware of potential 
sources of bias and put effort into minimising sources 
of potential bias. All of the AI tools we have been dis-
cussing so far are examples of machine learning. As 
already mentioned, machine learning depends on vast 
amounts of data for its training. However, big data does 
not ensure neutrality.

Rather, when using AI applications, we also need to be con-
cerned with data quality. Biases in the training data will 
lead to biases in the outcomes. Such biases can exacerbate 
disadvantages and discrimination along socioeconomic, 
racial, or gender lines. This is a particular concern, when 
far-reaching decisions are based on such biased results. 
While it is impossible to avoid all forms of bias, an important 
question is to ask whether the data captures the important 
aspects of the phenomenon under consideration.

To illustrate bias in machine learning systems, an early 
version of Google image recognition is often cited. 
The system was designed to recognise key elements 
in a photo, for example whether the image contained 
a human being. However, the image recognition was 
unable to identify people of colour, most likely due to a 
lack of diversity in the training data.69 Another promi-
nent example of worrying bias in an AI application is 
the chatbot ‘Tay’, which was designed by Microsoft to 
engage in casual conversations on Twitter. However, as 
Twitter users began tweeting sexist and racist remarks 
at the bot, it quickly picked up these positions.70

Machines function on the basis of what humans 
tell them. If a system is fed with human biases 
(conscious or unconscious) the result will 
inevitably be biased. The lack of diversity and 
inclusion in the design of AI systems is there-
fore a key concern: instead of making our 
decisions more objective, they could reinforce 
discrimination and prejudices by giving them 
an appearance of objectivity.71

While some potential bias can be mitigated by carefully 
choosing data sets that include diversity, the black box 
nature of machine learning algorithms is much harder 
to address. The recent ethics guidelines for trustworthy 
AI published by the EU call for transparency of AI appli-
cations. This includes explainability, which ‘requires 
that the decisions made by an AI system can be under-
stood and traced by human beings’.72 There are limits 
to this approach, given the nature of machine learning 
algorithms. However, the importance of transparency 
as an ethical principle for using AI tools should also be 
applied to the context of mediation.



15

Data security and privacy

Given the dependency of AI applications on vast amounts 
of data, data security and data privacy are key issues 
when it comes to the use of AI tools. In the context of 
mediation, these concerns are even more heightened 
given the volatility of the situation and the potential hos-
tility between parties. Lack of data security or lack of 
provisions to ensure privacy are issues that could dam-
age the mediator’s reputation and thereby jeopardise 
the process as a whole.

In terms of data protection, the EU’s General Data 
Protection Regulation (GDPR) offers a very impor-
tant starting point that might be applied even outside 
of the current application of the GDPR. The GDPR is a 
particularly good point of reference for data privacy 
standards when it comes to personal data. For exam-
ple, an AI application ‘which gathers or reuses personal 
data from various sources yet does not inform, explain, 
and/or obtain the consent of the data subject, could fail 
the purpose limitation principle’.73 Similarly, consent 
for personal data to be used cannot take the form of a 
‘blank cheque covering any type of machine learning or 
AI technology’.74 Data protection concerns are particu-
larly important for vulnerable groups whose ability to 
consent might be impaired or diminished.

Regarding securing data from a technological perspec-
tive, it is useful to think in terms of (a) securing the data 
location, (b) securing the data format, and (c) securing 
data by design.75

Broadly speaking, the following points are helpful to con-
sider when it comes to data security and ensuring privacy76:

• Keep sensitive and personal data to a minimum.
• Make the processing of personal data transparent 

to those whose data is used.
• Ensure the purpose of the use of personal data is 

legitimate and proportionate.
• Encrypt the data that is stored.
• Restrict access to data to only those directly 

involved.
• Destroy data when the purpose for which it was 

collected and held is no longer applicable [...]
• Keep sensitive data on secure internal servers, or, 

if available, reliable external hosts.

Collaborations with the private sector

Using AI as a tool for mediation almost inevitably 
requires working with the private sector. Very few 

off-the-shelf AI applications, perhaps with the exception 
of certain tools for sentiment analysis on social media, 
will be suitable for the specific context of mediation. 
Collaboration will be needed and can take a number 
of forms. First, international organisations with sub-
stantial expertise in using data and AI in their specific 
context are great potential partners. In particular, 
organisations working in the humanitarian field might 
be useful partners for sharing data and insights. Among 
others, these include UN Global Pulse and the Centre 
for Humanitarian Data, which is managed by the United 
Nations Office for the Coordination of Humanitarian 
Affairs. Second, some form of collaboration with the 
private sector might also be required because some 
form of customisation or a collaboration needs to be 
negotiated with private sector companies. For example, 
the tools explored by MED depend on collaboration with 
private sector companies.

Looking more closely at potential collaboration with the 
private sector, it is first crucial to underline that work-
ing with the private sector should never undermine the 
(perceived) impartiality of the process or the mediator 
and their team. Second, questions such as data secu-
rity, data storage, and data ownership, as already men-
tioned, need to be clearly and openly discussed when 
negotiating any form of collaboration. Third, mediation 
teams should choose their level of engagement with 
the private sector based on careful planning and needs 
assessments. In this regard, it is useful to distinguish 
between three levels of engagement – free user, cus-
tomer, or partner77 – and define which of these relation-
ships is desirable and useful for the given context.

When negotiating the customer or partner relation-
ship, it will be crucial to ask the right kind of questions 
before proceeding. The following questions offer a fla-
vour of what these could entail78:

• Is there a need to analyse historical records and 
identify patterns – an area of descriptive analytics?

• Is this about performing sentiment analysis on 
documents, social media communication, or even 
speeches?

• Is the important aspect the ability to analyse 
large amounts of documents according to specific 
criteria?

• Is the interest located in forecasting future events 
as part of predictive analytics?

Questions like these guide the project description, fur-
ther research activities, negotiations with the private 
sector company, and implementation.79
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Implications for trust and buy-in

The success of mediation relies fundamentally on the 
‘trust built between a mediator, or a mediation team, and 
the parties, and the ability to generate and maintain buy-
in to the process’.80 Some go further and argue that ‘the 
mediator acts as a crutch of trust’.81 While the parties to 
the conflict do not trust each other, they must be able to 
place trust in the mediators and their teams. Most com-
monly, it is argued that trust and buy-in depend on the 
interpersonal skills of the mediator and their teams.82

The use of new technologies can have implications for 
trust and buy-in and therefore the success of conflict 
resolution. It is worth stressing again that we cannot 
view AI applications as tools that provide a neutral per-
ception of the conflict and the parties involved on which 
trust can be built almost automatically. Algorithmic 
biases, biased data, and the dangers of misuse of data 
need particular attention. Bias, be it actual or perceived, 
and the misuse of data, in particular that related to dis-
crimination and violations of privacy, can have a huge 
impact on trust in relation to mediation.

Mediators operate in an environment where the dan-
gers of misinformation and disinformation have 
already become more prominent due to new technol-
ogy and various (mis-)uses of social media.83 Problems 
around trust are already heightened and will become 
further exacerbated by deep fakes. In this sense, AI is 
already shifting the environment in which mediation is 
practised. Indeed, debates around trust in new tech-
nology, and AI in particular, have gained considerable 
prominence. For example, in his speech at the 2018 
Internet Governance Forum, French president Macron 
called for building the ‘Internet of trust’.84

To make sense of trust in the context of mediation and 
AI, it is useful to distinguish between (a) trust in the tools 
of mediation, (b) trust enjoyed by mediators and their 
teams, and (c) trust between the parties in conflict.

Trust in the tools of mediation starts with consent. At 
its core, mediation depends on the consent of those 
involved. Elements of consent include ‘the integrity of 
the mediation process, security and confidentiality [as 
well as] the acceptability of the mediator and the medi-
ating entity’.85 In the context of cybermediation and in 
particular the use of AI, this need for consent should 
be extended to include the technological tools used as 
part of the mediation. At the most basic level, this means 
that the parties to the conflict are informed about the 
tools that the mediation team uses. Further, the parties 

to the conflict should be given a say in decisions related 
to more complex AI tools, especially those dealing with 
sensitive information. Data privacy and security need to 
be ensured and sensitive cases explicitly discussed by 
all the parties involved. Mediators and their teams need 
to be able to give credible assurances regarding their 
practices when it comes to data. Transparency regard-
ing algorithms, in line with, for example, the EU’s ethics 
guidelines on trustworthy AI, is also an important fac-
tor to consider. Explainability of the algorithms behind 
certain AI tools can become a crucial factor in certain 
cases. Parties to the conflict should be encouraged to 
ask for an explanation of how an algorithmic recom-
mendation or decision was reached and mediators and 
their teams should be able to present this in an easy-to-
understand way.

Trust in the tools of mediation and trust in mediators and 
their teams are closely intertwined. Some argue that 
the impartiality of the mediator and trust in the media-
tor are often linked and that both are key for success-
ful mediation.86 Others maintain that bias in mediators, 
particularly when it comes to representatives of states 
acting as a third party, is common and has no bearing 
on the success of mediation.87 More again stress that the 
leverage the mediator has in relation to the parties in 
conflict is more important than trust in order to achieve 
success in mediation.88 For this study, we assume that 
trust in the mediators and their teams is an element 
contributing to mediation success. A negative percep-
tion of the tools that mediators use can influence the 
perception of mediators and their teams and erode the 
trust they enjoy. As we have discussed, AI tools always 
carry concerns regarding bias. Hence, it will be particu-
larly important to assure the parties to the conflict that 
such biases are well understood by mediators and their 
teams and that measures are being taken to minimise 
their occurrence and impact. Some might argue that 
algorithmic biases and biased data sets as technical 
issues, which, if detected, can be corrected. While this 
is certainly true to an extent, it is equally important to 
acknowledge that in the sensitive context of mediation, 
technical issues have the potential to become politicised 
and damage the meditor’s reputation.

Finally, a profound lack of trust between the parties 
to the conflict is a key reason why mediation becomes 
necessary. Trust between the parties in conflict can be 
built as part of the process of mediation and the imple-
mentation of the agreement.89 The potential role played 
by AI applications in this context is worth considering. 
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If the parties to the conflict can be brought together to 
decide on some key aspects of the AI tools intended for 
use to analyse the conflict or post-conflict monitoring, 
trust in these tools can be built and, more importantly, 
the first steps towards trust between the parties can 
be taken. By making decisions on some of the techni-
cal tools involved in the process, a ‘degree of work-
ing trust’,90 understood as ‘trust that the other side is 

genuinely committed, largely out of its own interest, to 
finding an accommodation’91 can be built. Further, mis-
trust between the parties in conflict tends to flare up 
again during the discussion of the details of implemen-
tation.92 Jointly agreeing on tools for implementation 
and monitoring, including the use of AI tools, might be 
a practical way of inserting confidence-building meas-
ures into this critical phase of the process of mediation.
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Conclusions and further 
recommendations

The overview provided in this report makes it clear that 
mediators and their teams cannot afford to be igno-
rant regarding AI. To illustrate this, we introduced a 
three-part typology to map the relationship between 
mediation and AI. The typology includes (a) AI as a 
topic for negotiation, (b) As a tool for mediation, and (c) 
AI as something that impacts the environment in which 
meditation is practised. This means that regardless of 
whether meditors intend to actually use AI tools to sup-
port the process of mediation, they need to have a basic 
AI literacy.

Looking more specifically at AI as a tool for mediation, 
the report identified three areas in which AI applica-
tions can usefully support the work of mediators and 
their teams: (a) supporting knowledge management 
and background research, (b) generating a good under-
standing of the conflict and the parties to the conflict, 
and (c) creating greater inclusivity of mediation pro-
cesses. As new AI tools are developed and their applica-
tion in related fields, such as development co-operation 
and humanitarian assistance, is further explored, addi-
tional applications for the context of mediation are likely 
to emerge and the scope of potential applicability to 
mediation is likely to widen.

The report also highlighted three areas of considera-
tion and precaution when using AI as a tool for media-
tion. First, the potential for bias ‒ both related to data 
and algorithms ‒ needs to be acknowledged and actively 
addressed by mediators and their teams. Transparency 
about these questions, especially in communication 
with the parties to the conflict, is crucial. Second, since 
AI tools depend on vast amounts of data, data privacy 
and security, especially in relation to sensitive data 
related to the conflict or the parties in conflict, need 
to be addressed and the highest standards need to be 
upheld. Lastly, since the use of AI tools almost inevita-
bly involves some form of collaboration with the private 
sector, mediators need to give this relationship careful 
thought.

The report identified three ways in which trust in the 
context of mediation might be impacted by the use of 
AI tools. First, if AI tools are used by mediators and their 
teams, it is important to undertake steps to build trust 
in these tools, in particular through explicit communica-
tion about them and transparency about data sets and 
algorithms. Second, the link between trust in the AI tools 
used and trust in the person of the mediator needs to 
be acknowledged. Negative perceptions of the AI tools 
used might impact the credibility of the mediator. Third, 
AI tools might also be used to build a ‘working trust’ 
between the parties in conflict, in particular when it 
comes to monitoring and implementation.

Building on these points, four additional recommenda-
tions with practical implications for the work of media-
tors can be made. These might also serve as inspiration 
for the next steps towards the use of AI tools to support 
conflict resolution.

Capacity building for AI in mediation: The report 
argued that AI literacy for mediators and their teams 
is crucial. In essence, this means that a basic under-
standing of AI applications and their applications needs 
to be built. In the future, this might be taken further to 
include concrete measures towards capacity building 
for the use of AI in mediation. On an individual level, this 
can be envisioned as a three-tier structure including (a) 
a foundation level which focuses on developing basic AI 
literacy, (b) a practitioner level which focuses on training 
individuals in the use of AI tools and related data secu-
rity and privacy questions, and (c) an expert level which 
includes individuals with skills to develop and imple-
ment AI tools.93 The UN Department of Political and 
Peacebuilding Affairs seems a natural starting point 
for thinking about capacity building for AI in mediation.

Considering new members for mediation teams: The 
UN Guidance for Effective Mediation advises parties to 
‘reinforce the mediator with a team of specialists, par-
ticularly experts in the design of mediation processes, 



19

country/regional specialists, and legal advisers, as well 
as with logistics, administrative, and security support. 
Thematic experts should be deployed as required’.94 In 
light of the narrative of this report, careful thought should 
be given to adding AI experts to mediation teams where 
needed, either regarding AI as a topic for mediation or AI 
as a tool for mediation. While not every mediation team 
will be in need of such topical or technical experts, the 
need for people trained and specialised in this area might 
arise more prominently in the future. For example, a con-
flict might involve the deployment of deep fakes, cyber-
attacks involving the applications of AI, or AI-powered 
weapons systems (including LAWS). The mediation will 
benefit from topical experts who can help develop an 
effective mediation strategy and a way towards conflict 
resolution in these cases. Similarly, technical experts 
can usefully be added when it comes to tailoring exist-
ing AI applications or developing new ones.

Working with the private sector: If the aim is to make 
specific AI tools useful for mediation and to incorporate 
them into the work of mediators and their teams, some 
form of collaboration with the private sector will most 
likely be needed. It is crucial to define the relationship 
clearly, based on a needs assessment, and to clarify the 

terms of this collaboration, especially when it comes to 
data security and data privacy. Those active in the field 
of mediation should consider working towards develop-
ing best practices and ethical guidelines for this type of 
collaboration.

Engaging in foresight scenario planning and proof 
of concept: As indicated in this report, there are few 
examples of AI tools being currently employed in the 
context of mediation. Therefore, it will be important to 
develop further ideas around the potential application of 
existing and future AI tools in the context of mediation. 
Foresight scenario planning can be a useful method in 
this regard.95 Further, test cases for the application of 
specific tools should be run independent of actual ongo-
ing negotiations to illustrate the potential of AI tools to 
support mediators and to deliver proof of concept for 
specific applications before employing them in the field.

While mediation will, at its core, remain a profoundly 
human endeavour, this report has shown that it is useful 
to carefully think through the potential of new technol-
ogy, AI in particular, for mediation. Any tool that usefully 
supports the work of international conflict resolution 
should be explored.
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