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Executive summary

This report provides an overview of the evolution of 
diplomacy in the context of artificial intelligence (AI). AI 
has emerged as a very hot topic on the international 
agenda impacting numerous aspects of our political, 
social, and economic lives. It is clear that AI will remain 
a permanent feature of international debates and will 
continue to shape societies and international relations. 
It is impossible to ignore the challenges – and oppor-
tunities – AI is bringing to the diplomatic realm. Its rel-
evance as a topic for diplomats and others working in 
inter national relations will only increase.

Understanding AI and mapping the relationship 
between AI and diplomacy

Despite the recent hype, AI is not a new phenomenon. 
There is also no universally agreed definition of AI and 
it acts as an umbrella term for machine learning, auto-
mated reasoning, robotics, computer vision, and natural 
language processing (NLP). AI is also a moving target; 
the more integrated it becomes in everyday life, the less 
likely we are to still refer to it as AI.

Discussions about AI in the context of foreign policy and 
diplomacy often lack clarity in terminology. However, an 
understanding of the opportunities and limits of the cur-
rent state of AI, machine learning in particular, is impor-
tant in order to build realistic expectations and navigate 
opportunities as well as challenges.

When trying to understand the relationship between 
AI and diplomacy, it is useful to build on the distinction 
between AI as a diplomatic topic, AI as a diplomatic tool, 
and AI as a factor that shapes the environment in which 
diplomacy is practised.

• As a topic for diplomacy, AI has become a relevant 
concern for many debates. It is relevant for topics 
ranging from economy and business, and secu-
rity, all the way to democracy, human rights, and 
ethics.

• AI as a tool for diplomacy looks at how AI can sup-
port the functions of diplomacy and the day-to-day 
tasks of diplomats. It is important to remember that 
AI is not an end in itself, but is only as useful as it 
can meaningfully support diplomats.

• As a factor that impacts the environment in which 
diplomacy is practised, AI could well turn out to be 
the defining technology of our time and as such 
determine economic, social, and political suc-
cesses. Depending on a country’s ability to harness 
the technology, military and economic balances 
could shift. In military terms, Lethal Autonomous 
Weapons Systems (LAWS) pose a particular 
concern.

The relationship between AI and diplomacy can also be 
framed as in the case of science diplomacy from which 
a three-part typology emerges:

• First, diplomacy for AI serves as a reminder that 
diplomacy has a role to play in supporting AI 
research by fostering co-operation across borders 
and supporting existing institutions.

• Second, AI for diplomacy alludes to the possibility 
that international scientific co-operation in the field 
of AI can contribute to improved relations between 
countries. The co-operation between diplomats can 
build bridges when official relations between coun-
tries are strained.

• Third, AI in diplomacy parallels the concept of AI as 
a tool for diplomacy. Additional insights generated 
through AI applications can contribute to better for-
eign policy decision-making.

National AI strategies and international co-
operation

Over the last two years, since 2017, a number of coun-
tries have begun to prepare or release national AI 
strategies. Developing a national AI strategy is a must 
in order to be prepared for the impact AI will have on 
international relations.

Many countries emphasise the importance of inter-
national co-operation on AI in their national strat-
egies and reports. Their main reasons for doing so 
include the need for pooling resources for research 
and development, the need for access to (big) data, a 
desire to set standards and develop an ethical frame-
work, and a desire to build on and amplify shared 
norms and ethics.
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The European Union (EU) focuses on closer co-operation 
and co-ordination in a variety of forms. It also aims to set 
global quality standards for AI applications and to become 
more active in multilateral discussions, especially where 
the use of AI for military purposes is concerned.

The UN is concerned about a widening gap between 
developed and developing countries when it comes to 
the ability of the latter to harness opportunities related to 
AI. This is particularly important because of the potential 
of AI to support the implementation of the sustainable 
development goals (SDGs). Those countries taking the 
lead in AI could consider including capacity building in 
the area of AI as part of their development co-operation.

AI as a tool for diplomacy

To think through AI’s potential to serve as a tool for dip-
lomats, the distinction between assisted, augmented, 
and automated intelligence is a useful starting point. 
At this point in the development of AI, it is best used to 
assist and augment intelligence.

Since a substantial part of diplomatic practice is con-
cerned with textual data, for example in the form of trea-
ties and diplomatic reports, tools that can support the 
meaningful analysis of this data at scale, in particular 
AI that uses NLP techniques, are of particular interest.

The analysis of texts at scale has the potential to make 
the work of diplomats more effective and free up time 
and resources. As a consequence, more time can 
be spent on aspects of diplomatic work that require 
uniquely human skills and human intuition.

Ministries of foreign affairs (MFAs) need to be prepared 
to engage and build partnerships with software com-
panies to obtain these tools and to adapt them to their 
needs. Customised solutions build on close co-operation 
and it is, therefore, important to think about the availabil-
ity of personnel to engage with technological companies.

Addressing the human rights dimension of AI

Looking at one particular topic on the diplomatic agenda 
that will be impacted by AI applications, we zoom in on 
the human rights dimension of AI.

When we talk about the human rights implications of AI, 
we are in a lot of ways implicitly referring to the unpre-
cedented need for data when it comes to building AI. 
Generally speaking, data in all its forms (big data, open 
data, personal data, sensitive data) is a critical juncture 
in understanding human rights with regard to AI.

Irrespective of where it may be found, it is the potential 
of AI to discriminate and infringe on human rights which 
matters, even if there is no underlying intention to do 
so. The rights to privacy, family, home, and correspond-
ence; the prohibition of discrimination; and the right to 
hold opinions and to freedom of expression are areas 
that will be particularly impacted by AI.

It is the duty of states to encourage the private sector to 
design, develop, and deploy AI with respect for human 
rights. States are the primary guarantors of these rights 
and freedoms and are formally obligated to protect 
them.

On this basis, any state claiming a pioneer role in the 
development and/or reliance on new technologies 
bears a special responsibility for striking the right bal-
ance between rights, duties, and interests.

Next steps for diplomacy and MFAs

There are three next steps that MFAs can take in order 
to get ready to address the challenges and opportunities 
of AI effectively.

• First, it is useful to develop indicators that help 
track the efforts made by MFAs in advancing 
national AI strategies. When it comes to the MFA’s 
engagement with AI, this is important in order to 
allocate resources, track progress, document les-
sons learned, and stay accountable to citizens.

• Second, there is a need to engage in capacity build-
ing that includes not just those working directly with 
topics related to AI. Every diplomat needs to have a 
basic level of understanding of the technology.

• Third, organisational adjustments include (a) estab-
lishing an agile, cross-cutting unit tasked with 
exploring the opportunities of using AI as a tool for 
diplomacy and (b) identifying AI champions across 
ministerial departments who can further the dia-
logue on various aspects of AI within the ministry.
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Introduction

Artificial Intelligence (AI) has, without doubt, entered 
national and global discussions. We hear almost daily 
about new advances in AI and new uses of the tech-
nology. We also hear about its dangers and receive 
warnings that it will soon pose an existential threat to 
humanity. It is difficult to find a way to navigate between 
the hype and the dystopian vision. It is clear, however, 
that AI applications are already all around us. AI is 
here to stay and its role in our everyday lives will only 
increase.

Discussions about the opportunities and challenges 
of AI have entered the various sectors of society, the 
economy, and politics. People see clear potential related 
to, for example, economic growth and more tailored 
and efficient public services, but they also see dangers 
related to, among other things, discrimination and the 
loss of jobs.

AI is often talked about as a technology with great poten-
tial for disruption and diplomacy will have to adapt. But 
it is safe to say that diplomacy is here to stay. In fact, 
looking at the fundamental questions and dilemmas 
that AI and its applications pose, it is clear that we need 
diplomacy more than ever. Diplomats are needed to fos-
ter understanding between countries with very different 
approaches to AI and to build and maintain relation ships 
across borders with regard to, for example, shared 
understandings, the peaceful use of the technology, 
scientific co-operation, and ethical questions.

This report follows on from a previous DiploFoundation 
study on Data Diplomacy: Updating diplomacy to the big 
data era. To transition from researching the relevance 
of big data for diplomacy to looking at the interplay 
between AI and diplomacy was a natural progression 
for us. In doing so, we move our attention from a focus 
on the data needed to inform decision-making to the 
processes and tools involved in making sense of that 
data and arriving at recommendations for decisions.

With this report, we present an inception study on AI 
and diplomacy that intends to map the field. While 
debates on AI and diplomacy and foreign policy are 
slowly emerging, we feel that it is important to provide 

a broad overview on the basis of which further, more 
detailed debates can take place and further research 
into more specific questions can emerge. In this sense, 
the topics covered in this report are meant as food for 
thought and as suggestions for further investigation. At 
the same time, we also give concrete advice and make 
suggestions for how diplomats and ministries of foreign 
affairs (MFAs) can prepare to deal effectively with the 
challenges and opportunities posed by AI.

In this report, we explore the relationship between AI 
and diplomacy in four main steps. The first chapter pro-
vides an overview by asking two key questions: a) How 
can we make sense of AI? and b) How can we map the 
relationship between AI and diplomacy? By providing 
both a simple understanding of AI and by suggesting 
two typologies for mapping the relationship between 
AI and diplomacy, this chapter lays the groundwork for 
subsequent ones.

The second chapter provides an overview of national AI 
strategies and related reports that have been published 
over the last two years. As countries try to position 
themselves internationally, the differences and similari-
ties in their approach to AI become visible. In particular, 
this chapter looks at the way in which (big) data, the key 
ingredient for machine learning AI, is approached in the 
strategies and documents. It also looks at aspects of 
competition and co-operation between countries and 
highlights reasons for co-operation.

The third chapter shifts the focus from how AI is dis-
cussed to how AI is used in the context of diplomacy 
by looking at AI as a tool for diplomatic practice. This 
chapter starts by outlining different ways in which AI, 
understood as a tool for diplomacy, can be approached. 
It describes one case study from the field of natural 
language processing (NLP) in greater detail. Utilising 
AI as a tool for diplomacy also necessitates a closer 
engagement with software companies and the building 
of partnerships between MFAs and these companies. 
Hence, in the second half of this chapter, we give advice, 
based on our own experience, on how to approach these 
partnerships.
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We then move from AI as a tool for diplomacy to AI as a 
topic in diplomatic practice. AI impacts numerous areas 
in the social, economic, and political fields. In the fourth 
chapter, we zoom in on human rights and AI. The dis-
cussion looks at the rights to privacy, family, home, and 
correspondence; the prohibition of discrimination; and 
the right to hold opinions and to freedom of expression. 

It explains in what ways these are particularly impacted 
by AI.

By way of conclusion, we add four additional recommen-
dations for MFAs and diplomats who want to get ready 
to effectively deal with the impact of AI on international 
agendas and diplomatic practice.
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1. Making sense of AI  
and mapping the relationship  

with diplomacy

Sometimes, we may forget how much we owe to flakes and wheels, to sparks 
and ploughs and to engines and satellites [but then][w]e are reminded [again] of 

such deep technological debt.1

The main lesson of thirty-five years of AI research is that the hard problems are 
easy and the easy problems are hard. The mental abilities of a four-year-old that 
we take for granted—recognising a face, lifting a pencil, walking across a room, 
answering a question—in fact solve some of the hardest engineering problems 

ever conceived.2

Finding a way to navigate between hype and dystopian 
vision when it comes to artificial intelligence (AI) and 
beginning a nuanced discussion of the potential and 
impact of AI for diplomacy necessitates a clear under-
standing of the technology. To develop such an under-
standing, this chapter serves a dual purpose: first, to 
offer a broad-based understanding of AI in order to 
make sense of it from a non-technical perspective and 
second, to think through the relationship between AI and 
diplomacy in a way that provides a useful framing for 
the conceptual work and planning of practitioners.

There is a growing body of literature on AI and its impact 
on the political, economic, and social spheres. However, 
there is also a tendency to use broad generalisations 
without unpacking key definitions or distinguishing 
between various forms of AI. Working towards a more 
nuanced understanding is crucial if we are to navigate 
between utopian visions of a bright future and their 

dystopian counterparts. It will be important to find a 
practical path for diplomats and foreign policy practi-
tioners that recognises AI in the various ways in which 
it relates to the practice of diplomacy.

Over the last two years in particular, since 2017, we have 
seen a number of governments issuing statements and 
reports on AI. There is also a nascent literature on the 
foreign policy implications of AI. International organisa-
tions have begun to look at the implications of AI for their 
work. Yet, a comprehensive framework for grasping the 
relationship between AI and diplomacy in its complexity 
and in its entirety is still missing.

Building on these observations, this chapter gives, first, 
a conceptual and practical overview of AI in order to lay 
a foundation for understanding on which the following 
parts can build. And, second, it suggests a mapping of 
the relationship between AI and diplomacy.

1.1 Making sense of AI

To fully grasp the relationship between AI and diplo-
macy, a clear understanding of what AI is and what 
it is not and what we can and cannot expect from the 
technology at this point in time, offers a crucial start-
ing point. However, there are two challenges associated 
with providing such an overview.

First, AI is a moving target. It is often the case that tech-
nology that has become common place is no longer 
described as AI.3 The term AI seems to be reserved 
for the cutting edge of current technological standards 
and for projections into the future, not for the kinds of 
things that computers have become routine at. Second, 
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AI is a ‘suitcase’ term. ‘It’s a concept that appears simple 
enough but is actually endlessly complex and packed – 
like a suitcase – with lots of other ideas, concepts, pro-
cesses and problems.’4 Speaking about AI in very broad 
terms without reference to specific examples, intro-
duces vagueness into the discussion that can make it 
hard to have a meaningful conversation about the social, 

political, and economic impact of AI. At the same time, 
it is challenging for non-experts to make the necessary 
distinctions between different aspects of AI, especially 
with regard to the underlying algorithms and their func-
tioning. Despite these challenges, if we want to move 
this discussion forward, we need to strive for as much 
conceptual clarity as possible.

Defining AI

In very broad terms, we can say that AI is ‘the scientific 
study of the computational principles behind thought 
and intelligent behaviour’.5 Other definitions use human 
intelligence and capabilities as a point of departure and 
describe AI as, for example, ‘[t]he theory and devel-
opment of computer systems able to perform tasks 
normally requiring human intelligence, such as visual 
perception, speech recognition, decision-making, and 
translation between languages’.6

It is most useful to remind ourselves that AI is not a new 
phenomenon. The 1956 Dartmouth Summer Research 
Project on Artificial Intelligence is considered the birth-
place of AI as we know it today. The proposal for the 
conferences contains the assumption that ‘every aspect 
of learning or any other feature of intelligence can in 
principle be so precisely described that a machine can 
be made to simulate it.’7

Since then, the field of AI as a scientific study has 
become a lot more diverse and has branched out into 
an increasing number of sub-fields. And although some 
of the wilder predictions about future developments in 
AI have not become a reality, important advancements 
have been made.

Over the last few years in particular, a number of highly 
publicised events showcased the power of AI in rela-
tion to human cognitive capabilities. In 2011, IBM Watson 
defeated human champions in the TV game show, 
Jeopardy.8 In 2016, AlphaGo (a computer program that 
plays the boardgame Go) won against the Go world 
champion. Last year, IBM introduced Project Debater, 
an AI which debates humans on complex issues.

While these events highlight the steps taken in the 
advancement of AI, it is crucial to consider a number of 
fundamental distinctions when beginning to discuss the 
implications of AI for foreign policy and diplomacy. In the 
following sections, we look at the distinction between 
weak and strong AI, and generalised and specialised 
AI, and highlight machine learning as the key that led to 
recent advances in the technology. It is also important 

to recognise that AI is an umbrella term, encompassing 
a number of different approaches and techniques.

The philosopher John Searle developed the distinction 
between weak and strong AI. He asked the question 
whether computers can have a mind (strong AI) or 
whether they can merely simulate one (weak AI). He 
concluded that strong AI is not possible. Computers 
might appear intelligent by performing certain tasks, 
but they lack a deeper understanding of what it is that 
they are doing.9 This is important to emphasise: While 
certain tasks are being performed by an AI system, 
there is no sense of context or implication. A system 
analysing satellite images of refugee camps and a 
system analysing the movement of combatants on the 
ground have, unsurprisingly, no sense of the very dif-
ferent implications these two cases have in a foreign 
policy context. Weak AI can be understood as ‘the use 
of software to accomplish specific problem solving or 
reasoning tasks’.10

The distinction between generalised and specialised AI 
builds on a similar distinction. A specialised AI system is 
trained for a specific purpose with very little meaningful 
ability to accomplish other tasks. This means that try-
ing to use the same model or system for another pur-
pose is either not possible or leads to very questionable 
results. While it has been reported that AlphaGO is now 
also proficient at two other boardgames, we are very 
far from a generalised AI.11Vint Cerf, often referred to 
as one of the fathers of the Internet, expressed it in the 
following way.

‘AI normally stands for artificial intelligence, 
but I’ve often concluded it stands for “artificial 
idiot.” And the reason is very simple. It turns 
out that these systems are good, but they’re 
good in kind of narrow ways. And we have to 
remember that so we don’t mistakenly imbue 
some of these artificial intelligences and chat 
bots and the like with a  breadth of knowl-
edge that they don’t actually have, and also 
with social intelligence that they don’t have.’12
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From this point of view, it is clear that current AI is no replace-
ment for humans except in areas in which a high degree of 
standardisation, and thereby automation, is possible.

However, there are debates about how to move from 
specialised to generalised AI. Some propose to think of it 
as hierarchies of intelligence, in which current versions 

of AI serve as lower levels to be eventually built up to 
higher levels. At the same time, others argue that a 
completely different path is needed to take us from spe-
cialised to generalised AI. Within this debate, it is worth 
keeping in mind the fact that research into generalised 
AI exists is not the same as saying that generalised AI 
exists.

Areas of AI13

Automated reasoning is concerned with using programs for deduction (solving mathematical problems for example), 
planning, and optimising.
Robotics focuses on building machines that can interact with the world. Automating factory processes is a good 
example of the use of robotics with implications for the economic sector. Machines can take over jobs from human 
beings. ‘Dark factories’, factories where no light is required because humans do not work there, have emerged.
Computer vision is about making machines ‘see’. This is, for example, highly relevant for autonomous vehicles who 
need to understand and navigate the environment around them and react quickly to changes.
Natural language processing (NLP) deals with understanding and using natural language, which means under-
standing the way humans speak and write and being able to do so as well. Applications include understanding and 
answering questions, translating between natural languages, and recognising speech.

While this might seem more like a debate for philoso-
phers and computer scientists than for diplomats and 
policymakers, it is important to be aware of this distinc-
tion. It makes clear that all current applications of AI 
are forms of specialised AI. In this area, we can expect 
to see advancements to the extent that machines 
will continue to perform better in certain tasks than 

humans, especially when it comes to analysing large 
amounts of data.14 However, this also makes clear 
that advancements in AI announced by some of the 
big technology companies as well as the dystopian 
visions about AI being a ‘fundamental existential risk 
to human civilisation’15 need to be carefully examined 
and challenged.

Understanding machine learning

One of the most important advances in AI that led to the 
recent, more widespread applications and impressive 
achievements is machine learning. Machine learning 
is behind AlphaGo’s ability to beat human champions, 
Amazon’s ability to make recommendations, PayPal’s 
ability to recognise fraudulent activities, and Facebook’s 
ability to translate posts on its site to other languages.16

Machine learning is one way to achieve AI, focused on 
giving machines the ability to learn. This is done through 
a combination of data and algorithms. The machines are 
fed data, which they ‘study’ using algorithms in order 
to discover patterns. They ‘learn’ from that data in 
order to be able to perform a task. Generally speaking, 
machine learning helps us to classify, cluster, and make 



13

predictions about data. Based on this, it is able ‘to detect 
malware, to predict hospital admissions, to check legal 
contracts for errors, to prevent money laundering, to 
identify birds from their song, to predict gene function, 

to discover new drugs, to predict crime and schedule 
police patrols appropriately, to identify the best crops to 
plant, to test software, and (somewhat controversially) 
to mark essays.’17

Other key terms
Algorithms are step-by-step descriptions of how to perform a task or computation, formulated in a machine lan-
guage (outside of the context of AI, algorithms can also be formulated in ‘natural’ language). They are aimed at solving 
problems and, crucially, should produce the same results, given the same inputs, over and over again. There are 
many different types of algorithms suited to very different kinds of tasks.18 Of particular relevance in the context of 
AI are machine learning algorithms and the algorithms involved in artificial neural networks. In this sense, the term 
algorithm, as in algorithm decision-making and algorithmic bias, and AI are sometimes used interchangeably.
Deep learning is a field of machine learning that, inspired by the structure of human brain, relies on so-called neural net-
works. Such machine learning neural networks can learn from data without the need for external guidance.19 They are 
able to do so because they can adjust part of their programming to get better results. Deep learning is ‘a terrific tool for 
some kinds of problems, particularly those involving perceptual classification, like recognizing syllables and objects.’20

Artificial neural networks power deep learning. They consist of ‘a set of interconnected simulated neurons like a 
brain’ situated in a number of layers.21 Several layers of these neurons are simulated via algorithms. Artificial neural 
networks are well suited for recognising images. They are not explicitly programmed with rules to, for example, rec-
ognise images of cats. Rather, they learn from small set of images which have been labelled manually as, for example, 
‘cat’ or ‘not cat’. From this, the network identifies a set of characteristics that allow it to identify cats in images.22 The 
same principle can be used to analyse satellite images, an example relevant to foreign policy.

We should also be aware that the terminology sur-
rounding AI, such as the word intelligence itself, is ripe 
with words that bring an air of anthropomorphisation to 
the debate. The aspect of learning or training in machine 
learning is no different. We need to be clear that the 
learning which occurs as part of machine learning – for 
example when an AI system is increasingly able to rec-
ognise a human face in a picture or a building on a satel-
lite image with precision – is really a matter of gaining 
greater accuracy in performing a specific task. Learning 
in this sense means that the likelihood that the system 
‘gets it right’ has increased. This works on the basis 
that the system went through many more iterations of 
identifying specific elements in the image and made 

adjustments depending on whether it was successful. 
However, most would agree that this is very different 
from how we understand intelligence.

When it comes to training, we can distinguish between 
supervised, unsupervised, and reinforcement learn-
ing. AlphaGo was trained by playing the game against 
humans. Using reinforcement learning, its successor 
AlphaGo Zero learned by playing against itself without 
human input.23,24 Reinforcement learning is now being 
used to train AI that is proficient at more than one board 
game.25 This is an important step, given the fact that the 
potential application of a specialised AI is widening, at 
least within well-defined parameters.
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Big data for machine learning: importance and challenges

We cannot talk about AI without talking about big data. AI 
and machine learning in particular build on an increas-
ing availability of big data combined with increasing 
amounts of computational power. Machine learning 
is nurtured by data that is available in unprecedented 
volume, variety, and velocity. Big data, coupled with 
deep learning, is behind most of the machine learning 
advancements of recent years.

On the one hand, we can define big data in relation to 
human activity. Big data generated by what people 
say includes online news, social media, radio, and TV. 
Big data generated by what people do includes traffic 
movements, mobile communication, financial transac-
tions, postal traffic, utility consumption, and emissions 
of various kinds. On the other hand, we can also con-
sider different sources of big data. Digital data is gener-
ated automatically by digital services such as GPS data 
from mobile phones. Online information includes data 
generated by activities on the Internet. Geospatial data 
includes data from satellite and remote sensors.

The role of the Internet of Things (IoT) is one of the rea-
sons for the unprecedented availability of big data. IoT 
describes the connection of physical objects, ‘things’, 
via electronics means. Devices ranging from consumer 
goods such as smart fridges, smart watches, and smart 
clothing to transportation vehicles or the sensors pre-
sent throughout the infrastructure of a whole city, 
collect and exchange data. Terms like ‘smart houses’ 
and ‘smart cities’ describe the connection of physical 
objects via a vast array of sensors but also emphasise 
the importance of AI, in particular machine learning, to 
move from vast amounts of data to ‘smart’ solutions to 
everyday problems. In this sense, the trinity of IoT, big 
data, and machine learning forms one of the corner-
stones of the recent advances in AI.

However, there are challenges related to the use of 
data for AI. Data quality is a particular concern for 
machine learning. In simple terms, biases in the train-
ing data will lead to biased outcomes, which is prob-
lematic if decisions with far-reaching implications are 
based on these outcomes. For example, the analysis 
of patterns and image recognition are only as good as 
the data that has been used to train the AI. In terms 
of accuracy, we need to consider whether the data is 
representative and captures the full extent of the phe-
nomenon to be studied. There are many examples of 
biases in machine learning caused by biased data. The 
concern is that such biases exacerbate disadvantages 
along socio-economic, racial, or gender lines. An often-
cited example is a version of Google image recognition, 
which was taught via machine learning to recognise key 
elements in a photo, such as recognising when a photo 
contained a human being. The AI tended to label photos 
that showed black people as containing ‘gorillas’, which 
could have been due to a lack of diversity in the training 
data.26

In addition, performing big data analysis raises ques-
tions about access to data, data interpretation, data pro-
tection, and data security. Addressed in a previous study 
on data and diplomacy,27 these issues remain a key con-
cern in the context of AI and diplomacy, particularly in 
cases concerning sensitive data or political decisions 
with potentially far-reaching consequences.

We also need to consider that dependency on big data 
also proves to be a limit of machine learning. It makes 
clear that machine learning is not applicable in areas 
where limited data is available. This not only limits 
its possibilities for application, it also highlights that 
machine learning is probably not the way to develop 
generalised AI.28

1.2 Mapping AI and diplomacy

To make sense of the interplay between AI as a new 
technology and diplomacy in broad terms, we are sug-
gesting a three-part typology that includes AI as a 

topic for diplomacy, AI as a tool for diplomacy, and the 
AI-related shifts in the environment in which diplomacy 
is practised.

AI as a topic for diplomacy

The more AI becomes embedded in various aspects 
of our lives, the more the technology introduces 
shifts in established areas of foreign policy and the 

international agenda. As AI applications are more 
and more widely used, they also raise new sets of 
questions, many of which need to be addressed at 
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the international level where diplomatic efforts will 
remain crucial.

On the one hand, diplomats need to be able to adapt 
to and comfortably deal with shifts in the way exist-
ing topics are discussed due to the implications of AI. 
For example, the role of AI in supporting the achieve-
ment of the sustainable development goals (SDGs) 
has gained some prominence. Discussions include 
potential benefits of the use of AI in a number of areas, 
including increasing agricultural productivity, availing 
of health services in rural and remote areas, predict-
ing and controlling the spread of diseases, enhancing 
sustainable marine ecosystems, and mitigating cli-
mate change.29

On the other hand, diplomats also need to deal with the 
emergence of new, AI-related topics on the international 
agenda. These include debates around new technology 
developments such as Lethal Autonomous Weapons 
Systems (LAWS) and debates about the ethics of and 
standard setting for AI.

AI as a topic on the international agenda can also be 
mapped by distinguishing between key themes – econ-
omy and business, security, and democracy human 
rights and ethics – and identifying the AI-related topics 
that are likely to impact these themes.30

• Economy and business: There are both disrup-
tions and opportunities in this area. For example, 
there are concerns over the potential shift and con-
centration of economic power. At the same time, 
there are opportunities for leap-frogging stages 
of development for developing countries due to 

the adoption of the technology. In this context, the 
potentially increasing role played by domestic and 
foreign technology companies is worth consider-
ing and raises questions for diplomats about how 
to engage with these non-traditional diplomatic 
actors. Lastly, labour market disruptions due to 
automation in various industries and jobs will 
have an impact on the low- and semi-skilled work-
force and most likely a disproportionate impact on 
developing countries.

• Security: The balance of power between coun-
tries might shift and asymmetrical advantages 
could emerge with advances in the technology. 
The development of LAWS raises substantial con-
cerns for international security as well as ques-
tions of ethics in warfare. Other concerns include 
the use of AI-powered technology in terrorism and 
data warfare. Increasingly, traditional methods of 
conflict might shift towards the cyberdomain. This 
also raises questions of regulation of new weapons 
systems, in particular LAWS.

• Democracy, human rights, ethics: There is poten-
tial to misuse the technology to restrict rights and 
liberties. In particular, this concerns discrimination 
due to bias in algorithmic decision-making. Existing 
inequalities might be exacerbated.

Chapter 4 of this report zooms in on human rights to 
highlight the impact of AI on one particular topic on the 
international agenda. Starting from the assumption that 
human rights apply online as they apply offline, we look 
at the shifts in the debate and the additional concerns 
raised by AI.

AI as a tool for diplomacy

Looking at AI as a tool for diplomacy aligns with the 
goal to ‘[d]evelop and promote the use of [AI] to serve 
humans better’.31 From that perspective, AI is not an end 
in itself but rather only as useful as it can meaningfully 
support human endeavours – and, in the context of this 
report, the work of diplomats and the ministry of foreign 
affairs (MFA).

If we are interested in exploring AI as a tool for diplo-
macy, we need to start by defining what it is that diplo-
mats do. One way of doing this is to look at the functions 
of diplomacy. The Vienna Convention on Diplomatic 
Relations describes the functions of diplomacy as 
information gathering, communication, representation, 
negotiation, and the promotion of friendly relations.32,33,34 
For our purposes, we also include the provision of 

consular services as a function of diplomacy. However, 
to understand how AI can play a role in supporting these 
functions of diplomacy, we need to zoom in further, and 
identify very specific tasks in each.

Thinking of AI as a tool for diplomacy raises a number 
of interesting questions: What elements, if any, are we 
comfortable outsourcing to a machine? Are there any 
tasks that could be automated? What does ‘meaningful 
human control’, a term borrowed from the discussion 
on LAWS mean in this context? In what cases and to 
what extent do we know or need to know how an AI 
system arrived at a certain result? We will address 
these in Chapter 3 and provide concrete examples of 
the use of AI to perform specific tasks in diplomatic 
practice.
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AI and a changing environment for diplomacy

AI has an impact on the environment in which diplomacy 
is practised. In fact, there has always been a close link 
between geopolitics and technology. ‘Historically speaking, 
each epoch has its defining technology that determines 
economic, social, and political successes. In the past, pos-
session of land, access to raw materials and possession 
of industrial technology were the defining technologies.’35 
AI might turn out to be the defining technology of our time.

AI might shift the balance of power between countries. 
There are concerns about a new arms race, between 
the USA and China in particular, for dominance in the 
area of AI.36 Simultaneously, reports suggest that an era 

of increasing international competition might be loom-
ing.37 New weapons systems, such as LAWS, exacer-
bate worries about technological advances leading to 
global instability and one-sided advantages for those 
who manage to develop the technology first. Similarly, 
there is the assumption that those countries that will be 
able to leverage the impact of AI on business and the 
economy first, will have a significant head start.

In this, the role of diplomats will be more important 
than ever. They will have to navigate between protecting 
national sovereignty while also engaging in meaningful 
co-operation.38

Approaching AI through the framework of science diplomacy

Another way of framing the relationship between AI 
and diplomacy is to build on work in the area of sci-
ence diplomacy. Science diplomacy, broadly speaking, 
can be understood ‘as a diplomatic technique by which 
S&T [science and technology] knowledge is freed from 
its rigid national and institutional enclosures, thereby 
releasing its potential to address directly the drivers of 
underdevelopment and insecurity’.39

In New Frontiers in Science Diplomacy, the British 
Royal Society and the American Association for the 
Advancement of Science outlined a three-part typol-
ogy for science diplomacy: ‘informing foreign policy 
objectives with scientific advice (science in diplomacy); 
facilitating international science cooperation (diplomacy 
for science); [and] using science cooperation to improve 
international relations between countries (science for 
diplomacy)’.40

This framework can also be applied to AI. Diplomacy for 
AI serves as a reminder that diplomacy has a role to play 
in supporting AI research. AI for diplomacy alludes to 
the possibility that international scientific co-operation 
in the field of AI can potentially contribute to improved 
relations between countries. AI in diplomacy parallels 
these considerations on AI as a tool for diplomacy.

Diplomacy for AI shifts the focus towards diplomatic 
activities that promote research and development 
co-operation across borders. From this perspective, 
diplomacy is first tasked with generating opportuni-
ties for domestic AI research centres, academic insti-
tutions, and scientists by supporting and nurturing 
inter national networks. Second, diplomacy for AI also 
includes the promotion of domestic research excellence 

abroad as part of public diplomacy. Third, diplomacy is 
tasked with fostering international co-operation and 
inter governmental scientific institutions, such as the 
European Organization for Nuclear Research (CERN). In 
this sense, the traditional skills of diplomats, communi-
cation and negotiation in particular, are put into service 
to advance AI research domestically and internationally.

AI for diplomacy reminds us that scientific co-opera-
tion can act as a driver and supporter of peaceful inter-
national relations. In this regard, former US Secretary of 
State, Hillary Clinton, described it as ‘the use of scientific 
collaborations among nations to address the common 
problems facing 21st century humanity and to build con-
structive international partnerships’.41

This approach, if it can be harnessed for AI, stands in 
contrast to the concerns over an AI arms race that have 
entered the debate recently. Collaboration that sees 
computer scientists, engineers, and others focus their 
activities on a singular goal – the advancement of AI as a 
research field – can promote understanding and further 
collaboration across borders. There are a number of 
examples from the Cold War, which highlight how co-
operation between US and Soviet scientists was not only 
possible but also had an impact beyond the scientific 
realm. This perspective builds on the assumption that 
‘science is a neutral platform that allows for less politi-
cally charged dialogues, which in turn create bridges 
that help overall diplomatic efforts.’42 In terms of scien-
tific co-operation on AI across borders, the European 
Union (EU) offers a good example. It has taken concrete 
steps to ensure closer co-operation on AI, and part of its 
efforts focus on establishing scientific and industry links 
to support research and development (R&D) in the field 
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of AI. This co-operation is partly driven by pragmatic 
considerations, namely ‘to increase the EU’s competi-
tiveness, attractiveness, and excellence in R&D in AI’.43 

Yet, it is precisely this linking of research on AI across 
borders that could counteract arms race tendencies.

Conclusions

In this chapter, we explored some of the fundamental 
definitions and concepts of AI and provided suggestions 
for meaningfully mapping the relationship between AI 
and diplomacy.

Although there is no one definition of AI, the distinctions 
between generalised and specialised AI and strong and 
weak AI are important. AI in its current form is limited 
to very specialised tasks and a generalised AI does not 
seem to be on the horizon any time soon. Most of the 
recent advancements in AI are linked to machine learn-
ing coupled with the availability of big data. Algorithms, 
deep learning, and artificial neural networks are some 
of the other key terms in relation to AI.

Understanding these differences and some of the nuances 
as a non-technological lay person adds a layer of com-
plexity when it comes to discussing AI and diplomacy. This 
calls for capacity building to ensure a basic understanding.

Talking about AI and diplomacy also highlights the need 
to mediate between two very different worlds when dis-
cussing the interplay between the two: the social and 
political world of the diplomat and the technical world 
of the computer scientist and technologist. An impor-
tant starting point is for diplomats and policymakers to 
develop a nuanced understanding that is grounded in 
examples of current applications of AI.

With regard to the relationship between AI and diplo-
macy, it is not enough to point out that diplomats will 
encounter new issues due to the increasing role played 
by AI in various fields. Doing so means to miss impor-
tant aspects of the way AI and diplomacy relate to each 
other. To offer a comprehensive as well as a concrete 
understanding of the relationship between AI and diplo-
macy, we suggest a distinction between AI as a diplo-
matic topic, AI as a diplomatic tool, and AI as a factor that 
reshapes the environment in which diplomacy is prac-
tised (in particular in geopolitical and geo-economic 
terms).

In addition, we suggest applying a typology developed 
in the area of science diplomacy and thus using diplo-
macy for AI, AI for diplomacy, and AI in diplomacy as 
an additional framework. The important contribution 
of this typology is located in the fact that it serves as 
a reminder that (a) diplomacy plays a role in support-
ing the development and application of AI (diplomacy 
for AI) and (b) that AI, understood as the co-operation 
between researchers and developers across borders 
who work towards a common goal, can contribute 
to peaceful international relations (AI for diplomacy). 
While this inception study is not the place to flesh out 
these typologies in detail, we will return to them as 
ways of framing the debate in subsequent sections of 
this report.
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2. National AI strategies and 
international co-operation

Governments and international organisations have 
begun to think extensively about artificial intelligence 
(AI) and its economic and social implications. This is 
reflected in the preparation and publication of national 
AI strategies and reports and the formation of new gov-
ernment bodies and commissions.44 Looking at these 
developments not only gives a sense of the importance 
accorded to the topic but also the variety of responses 
and priorities.

Priorities set in national AI strategies and reports are 
also relevant for the work of diplomats, who have the 
role of supporting the achievement of national strat-
egies − for example by encouraging co-operation, 
facilitating dialogue between national and international 
companies, and supporting global discussions on 
norms and ethics related to AI. For those working in 
the field of international relations, national AI strategies 

offer a first point of orientation with regard to the kinds 
of priorities that countries will also articulate and pur-
sue internationally.

In addition to national strategies, international organisa-
tions, in particular the European Union (EU) and United 
Nations (UN) system, have taken up AI as a topic. While 
these developments are still very much in their infancy, 
we can already get a sense of the priorities discussed 
in these venues.

Given these developments, this chapter provides an 
overview of and commentary on the various strate-
gies and reports, in particular zooming in questions 
surrounding (big) data for AI. It addresses questions of 
competition and co-operation between countries and 
ends with reflections on the next steps for ministries of 
foreign affairs (MFAs) in this context.

2.1 Overview of national AI strategies and related documents

In recent years, many governments have published 
national AI strategies or reports designed to lead to or 
prepare such strategies. Some governments were keen 
to be among the first to develop them in order to be seen 
as early adopters and to highlight their awareness and 
engagement with the topic. This is associated with the 
idea that there is a ‘significant competitive advantages 
for early movers’45 in the field of AI. The rapid succession 
of publications of national AI strategies over the last two 
years, since 2017, was described as ‘the race to become 
the global leader in artificial intelligence’.46 While this 
competitive perspective is definitely not reflected in all of 
the strategies, many of them aim at leadership in the field.

Indeed, the emphasis on the need for countries to remain 
competitive or advance towards playing a leading role in 
the area of AI is a very prominent feature of many of the 
documents analysed. Through the strategies and reports, 
governments have, for example, expressed the desire to

• be ‘at the forefront of the artificial intelligence and 
data revolution’.47

• harness ‘the opportunities that the use of AI can 
offer, with the aim of strengthening […] welfare and 
competitiveness’.48

• keep ‘a competitive edge in developing machine 
learning and vision, natural language processing 
and other key AI fields’.49

• work towards ‘achieving and maintaining leading 
global excellence in the research, development and 
application of AI’.50

China’s strategy sets three very ambitious, but also very 
concrete, goals in this regard: First, reaching a level of AI 
development that is comparable with globally advanced 
levels by 2020; second, achieving major breakthroughs 
in basic theories of AI by 2025; and third, being a world 
leader in AI theories, technologies, and applications by 
2030.51
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In terms of content, even a cursory look at the strategies 
and reports shows that the majority of them approaches 
AI with a very positive outlook, often associated with the 
potential for economic growth and greater efficiency in 
many sectors across the economy. The national strate-
gies and reports also mention challenges, but overall, 
the opportunities and benefits associated with AI out-
weigh these.

Analysing the strategies and related documents offers 
a starting point to highlight differences and similarities 
between countries and to discuss the implications of 
these strategies for diplomacy, both in terms of inter-
national co-operation and international competition. 
However, it is worth emphasising that the strategies and 
reports are diverse and only comparable up to a point. 
They originate from different ministries, government 
entities, or other bodies, which leads to a different focus 
and potentially different target audiences. In addition, it 
is worth noting that some countries incorporate their 
goals for the development and application of AI under 
broader digital strategies, such as Belgium, Denmark, 
Italy, Norway, and Switzerland.52

Some strategies and reports are very comprehensive, 
while others focus only on specific aspects of AI. For 
example, Canada, one of the first countries to release 
a national strategy, zooms in on supporting research, 
training, and innovation in AI in its stra tegy.53 Italy’s 
white paper focuses on public administration service 
provisions. Having said this, however, the absence of 
a specific topic from a national strategy or related 
report does not mean that it is also absent from the 
entirety of what a government plans and does in the 
area of AI.

When it comes to national AI strategies, the USA is an 
interesting case. While three papers from 2016, pre-
pared by the Office of the President and the National 
Science and Technology Council, set a national discus-
sion in motion, no national strategy has been developed 
and no additional documents have been published since. 
Internationally, the USA, and Silicon Valley companies in 
particular, is at the forefront of innovation in AI. Private 
sector actors, especially those located in the USA, gen-
erally emphasise that in order to stay globally competi-
tive and innovative, regulations on the sector should be 
limited. Yet, it is also recognised that when it comes to 
building and supporting a national ecosystem, govern-
ments play an important role in (a) supporting the devel-
opment and adoption of AI applications across various 
sectors of the economy, (b) ensuring the development of 
relevant skills in the workforce, (c) providing reasonable 
access to (big) data, and (d) providing publicly funded 
research and development (R&D) opportunities.54 Hence, 
some observers argue that the absence of a national AI 
strategy might endanger the USA’s leading role in AI in 
the medium and long term.55 More generally speaking, 
this discussion on the importance of developing national 
strategies serves as a reminder that those countries that 
do not have such a strategy yet, need to focus on devel-
oping one that is appropriate to their specific context.

A close and comparative analysis of each of the national 
strategies that has been published so far is beyond the 
scope of this chapter. Yet, we look at one topic of great 
relevance for AI in more detail. We ask: How do the 
strategies and related reports discuss the role of data 
and what measures are they suggesting to ensure that 
(big) data on which the development of many AI applica-
tions depend is available and easy to access?

The role of data

Data, and in particular big data, is crucial for the digi-
tal economy and for developing AI applications. Hence, 
access to data and the way it is governed become 
important questions for national AI strategies. In the 
following, we give an overview of how different coun-
tries address questions surrounding data in their 
national strategies and related documents. All of the 
documents mention data but the degree to which coun-
tries engage with its governance in their national AI 
strategies varies.

In its 2017 innovation roadmap, Australia encourages an 
increased use of open data by companies and stresses 
the importance of making data publicly available for 
use by businesses in order to increase productivity. 

The roadmap also identifies risks related to privacy, de-
identification, and security and argues that it is impor-
tant to ‘balance the need to instil trust and acceptance 
of data systems within the community with the need 
to empower citizens, governments, industries, and 
researchers’.56

China places prominence on big data for research 
breakthrough and describes this as a key factor in eco-
nomic growth. It aims to build and rely on ‘a national 
data sharing exchange platform, [an] open data plat-
form and other public infrastructure’.57 The strategy 
also points out that the vast amount of data available to 
the Chinese government and businesses lead to a com-
petitive advantage.



20

Finland’s interim report argues that the country’s 
strength lies in the availability of high-quality data, 
which makes the country attractive for companies and 
researchers. In comparison to AI development, applica-
tion, and investment in the USA and China, ‘Europe is 
very clearly lagging behind [though catching up], and 
development is hindered by such things as heteroge-
neous legislation and data resources.’58 In addition, the 
report stresses the need to strike a balance between 
protecting sensitive data and individuals’ rights and 
the business opportunities for public service provision 
offered by that data. Ensuring greater data interoper-
ability is mentioned as another factor in making AI work 
on a broad basis.59

Highlighting the centrality of data when it comes to AI, 
the first chapter of the Villani report, the central docu-
ment to understand France’s national AI strategy, is 
dedicated to data.

France starts from a position that is critical of the status 
quo when it comes to data. The report states:

‘ Data currently mostly benefit just a handful of 
very large operators, so greater data access 
and circulation will be required to restore a 
more even balance of power by extending 
these benefits to government authorities, as 
well as smaller economic actors and public 
research.’60

In response to the data needs of AI, the Villani report 
argues that new means of sharing, governing, and pro-
ducing data need to be developed. It emphasises that 
data is a common good and that economic actors need 
to be encouraged to share their data. The report makes 
another strong statement. It declares data an issue of 
sovereignty and argues: ‘It is vital for France and Europe 
to maintain a firm stance on data transfer outside the 
European Union.’61

One of the main goals of the German strategy points 
out that the country has a ‘specific data stock’, which 
should be used to develop AI-based business models 
in Germany to make the country become a ‘new top 
export[er], whilst strictly observing data security and 
people’s right to control their personal data’.62 Data 
sharing should be made easier to promote co-opera-
tion between business and research institutions and a 
national research data infrastructure should be built to 
enable centralised access for researchers.

In its discussion paper for a national strategy on AI, 
India describes the ‘absence of an enabling data eco-
system’ as a barrier to using AI at scale. The paper also 
argues that privacy and security are important, but that 
there is currently a lack of formal regulation around the 
anonymisation of data.63

Italy’s white paper identifies various challenges around 
data as one of the reasons for the lack of adoption of AI 
applications. This concerns data quality, potential biases 
of data, the role of open data held by public bodies, and 
the possibility of equal and non-discriminatory access.64

Japan sees room for improvement in the lack of data 
digitalisation some areas. However, it also stresses 
that not all AI applications are reliant on big data and 
encourages the exploration of ‘high-precision learning 
from small amounts of data’.65

Mexico’s white paper suggests investing in infrastruc-
ture to provide good quality data, in particular to build a 
‘resilient open data infrastructure’, while taking care of 
protecting privacy.66

New Zealand does not have a fully developed AI strategy 
yet but has published its Analysis of the Potential Impact 
and Opportunity of Artificial Intelligence on New Zealand’s 
Society and Economy. The report suggests increasing 
data availability and accessibility, releasing public data, 
publishing localised data repositories, and establishing 
data trusts, which are ‘frameworks and agreements to 
ensure the safe, trusted and efficient exchange of data 
between public and private sector organisations’67 to 
enable AI-based solutions. In this context, localised data 
repositories will ‘improve the accessibility of local train-
ing data sets that are uniquely Kiwi, instead of relying on 
overseas data sets’.68

The ‘Declaration on AI in the Nordic-Baltic region’, a joint 
declaration by Denmark, Estonia, Finland, the Faroe 
Islands, Iceland, Latvia, Lithuania, Norway, Sweden, 
and the Åland Islands, states that data, along with infra-
structure, hardware, and software, should be based on 
standards that enable ‘interoperability, privacy, security, 
trust, good usability, and portability’.69

South Korea has the goal to establish ‘a national data 
management system for the development of largescale 
data infrastructure that facilitates machine learning’. 
It also suggests that data owned by the government 
should be in open formats.70
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Sweden stresses the importance of access to data and 
infrastructure, including the computational capacity, 
and emphasises that it has an ‘almost unique volume 
of high quality data, which is often a prerequisite for AI 
applications and if properly managed can contribute to 
creating considerable benefits’.71

The AI in the UK: Ready, Willing and Able report points 
to challenges experienced by small and medium enter-
prises in accessing data, especially when compared to 
US-owned technology companies who have greater 
opportunity to either purchase data or are large enough 
to have generated the needed data on their own. It also 
states that the UK is still in need of a strategy to actively 
create big data, especially in areas of government inter-
est such as healthcare, transport, science, and educa-
tion.72 The report suggests stimulating ‘access to data’73 
by making public datasets open and available, upgrad-
ing data infrastructure, which is ‘critical to leading the 
world in AI’74 and identifying barriers to data sharing.

A few countries also mention the General Data Protection 
Regulation (GDPR), the EU’s data protection and privacy 
regulation, when discussing data in the context of AI, 
and automated decision-making processes that use 
personal data in particular. The strategies of Germany 
and France specifically emphasise the need to develop 
and use AI systems ‘in a way that is compatible with data 

protection rules’.75 As part of the overall goal of adapt-
ing regulatory frameworks in light of AI systems, the 
German strategy suggests assessing ‘how AI systems 
can be made transparent, predictable and verifiable 
so as to effectively prevent distortion, discrimination, 
manipulation and other forms of improper use, particu-
larly when it comes to using algorithm-based prognosis 
and decision-making applications’.76 The provisions of 
the GDPR form a cornerstone of this. Similarly, Sweden 
states that the data protection principles offered by the 
GDPR make the regulation an important part of any AI 
framework.77 New Zealand cautions that the ability to 
comply with the GDPR will depend on progress with 
Explainable AI, AI that documents and explains how it 
arrived at decisions, and the uptake of such techniques.

To succeed in adapting to the era of AI, countries, gener-
ally speaking, place a strong emphasis on open data and 
the important role played by appropriate data reposito-
ries and data infrastructure. Governments commit to 
providing more open data and encourage the private 
sector to do the same. Some stress the importance of 
small data, especially in the absence of easily accessible 
big data in a relevant field, and the development of AI 
tools that work with small data. Some countries men-
tion the importance of unique, localised, or small data 
and argue that the uniqueness or quality of the data they 
hold will give them a competitive advantage.

2.2 International co-operation

A number of the national strategies, especially the 
European ones, emphasise the need for co-operation 
across borders. While co-operation is particularly 
important for smaller countries, very few countries 
can actually do it alone when it comes to fully har-
nessing innovation and economic benefits based 
on AI technology that is driven by big data. For most 
countries, the national AI strategy has to be put in an 

international context as their national AI ecosystems are 
too small. Observers have argued that even countries 
like Germany, being the fourth largest economy in the 
world, depend on co-operation in order to be competi-
tive internationally.78 The USA and China are the only 
exceptions to this rule, given the amount of data the two 
governments and their digital industries have at their 
disposal.

National strategies and international co-operation

Some of the national strategies analysed here explicitly 
stress international co-operation. The Chinese strategy 
states the country will ‘actively participate in global gov-
ernance of AI, strengthen the study of major international 
common problems such as robot alienation and safety 
supervision, deepen international co-operation on AI 
laws and regulations, international rules and so on, and 
jointly cope with global challenges’.79 The Finnish interim 
report notes that ‘strong international co-operation is a 
prerequisite for Finland’s success’ in an environment of 

global and strong competition.80 Co-operation is not only 
envisioned between governments, but between other 
stakeholders as well, including through public-private 
partnerships. France and Germany plan to co-oper-
ate through a Franco-German research and develop-
ment network. The French national strategy describes 
this co-operation as a factor in the development of a 
European industrial policy on AI. It adds that Italy, due 
to its advances in robotics, should be seen as a ‘pos-
sible serious partner’ in this endeavour as well.81 The 
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report drafted in preparation for the Mexican AI strat-
egy argues that companies will benefit from a coher-
ent operational framework, which requires countries to 
co-operate in order to develop such a framework for 
AI.82 The declaration of the Nordic-Baltic region includes 

a commitment of the countries of the region towards 
greater co-operation. In addition, it also includes a com-
mitment to strengthen the role of the EU and support 
European discussions and initiatives.83 Sweden men-
tions co-operation on AI research with other countries.84

In short, looking at the strategies analysed here, drivers for international co-operation in the area of AI include
• the need to pool resources for research and development.
• the need for access to (big) data.
• a desire to set standards and develop an ethical framework.
• a desire to build on and amplify shared norms and ethics.

Co-operation at EU level

In April 2018, 25 European countries signed a declara-
tion of co-operation on AI, in which they committed to 
working together towards ‘increasing the EU’s competi-
tiveness, attractiveness and excellence in research and 
development in AI’.85 They also agreed to address the 
social, economic, legal, and ethical concerns related to 
AI and to prevent the development of harmful AI.

The European Commission’s strategic note, The Age 
of Artificial Intelligence, makes some concrete sugges-
tions regarding co-operation at the EU level. The note 
argues that, in comparison to the USA and China, the 
EU is lagging behind when it comes to the adoption 
of AI. In order to shift this, the EU should build on two 
approaches – ‘[F]irst, creating an enabling framework 
favouring investment in AI, and second, setting global AI 
quality standards’.86

Looking towards supporting AI development and uptake 
in Europe, the strategic note suggests87

• making access to data easier.
• enabling infrastructure investment in areas of impor-

tance for AI, such as high-performance computing.

• promoting the development of AI hubs and support 
research excellence,

• creating a permanent network of AI research 
institutions.

• supporting the creation of a European Artificial 
Intelligence Platform to bring together different 
stakeholders from various sectors in order to iden-
tify areas in which the AI ecosystem in Europe need 
strengthening.

The strategic note also argues that the EU should 
become more active in multilateral forums ‘to take the 
lead in an international multilateral discussion around 
the use of Artificial Intelligence for military purposes, 
and to promote global solutions, including blanket 
bans’.88

Like some of the European countries mentioned, the 
strategic note describes the GDPR, which had yet to 
come into force when the note was published, as a 
competitive advantage for AI developments in Europe. 
The GDPR ensures data quality, which is essential for 
applications of AI.89
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AI at the UN

The UN has also begun addressing questions of AI. The 
role of AI in supporting the implementation of the sus-
tainable development goals (SDGs) is just one example 
of why AI has also become relevant for the UN.

Two UN strategies are worth noting: The UN’s Secretary-
General’s Strategy on New Technologies and the System-
wide Strategic Approach and Roadmap for Supporting 
Capacity Development on Artificial Intelligence.

Although not strictly focused on AI, the strategy on new 
technologies sets important goals for the organisation 
as a whole. These include ‘deepening the UN’s internal 
capacities and exposure to new technologies; increasing 
understanding, advocacy and dialogue; supporting dia-
logue on normative and cooperation frameworks; [and] 
enhancing UN system support to government capacity 
development’.90

The UN’s System-wide Strategic Approach and Roadmap 
for Supporting Capacity Development on Artificial 
Intelligence is not only more specifically focused on AI, 
it also zooms in on questions of capacity development. 
The report acknowledges the role of AI in achieving the 
SDGs. It aims to ultimately work towards a guide for UN 
agencies in AI-related action and support UN member 
states in their use of AI and in reaping the benefits of the 
technology in developing and least developed countries 
in particular. The report also mentions that least devel-
oped countries (LDCs), landlocked developing countries 
(LLDCs), and small island developing states (SIDS) are 
the countries with the most need for support in devel-
oping AI-related capacities. It argues that AI capacity 

building programmes should not only be multilateral 
but also multistakeholder. All in all, the report stresses 
that capacity development efforts are needed in order 
to leave no one behind in the era of AI.

The report identifies four key areas where support is 
needed:

• Infrastructure: There is an increased need for 
Internet infrastructure.

• Data: There is a need for more robust, open, inclu-
sive, and representative data sets.

• Individual capacities: There is a need to create more 
AI experts in both developed and developing coun-
tries. Particular attention should be paid to recruit-
ing women and girls to study subjects such as 
science, technology, engineering, and mathematics.

• Policy, legal, and human rights frameworks: 
Many of the existing frameworks are not suited to 
respond to developments in AI. In particular, states 
need assistance to ensure that advances in AI do 
not harm vulnerable populations

The report was further discussed at the High-level 
Committee on Programmes (HLCP) of the UN System 
Chief Executives Board for Coordination (CEB). In an 
effort to further narrow the focus of the UN systems 
activities, the HLCP suggested to focus on ‘AI capacity-
building for developing countries, around specific pri-
ority needs such as the digital divide, infrastructure, AI 
governance, and human rights, with a distinct focus on 
reaching the bottom billion’.91 Hence, capacity building is 
an area of international co-operation for AI that is likely 
to warrant more attention in the coming years.

The suggestion of an IPCC for AI
Speaking at the 2018 Internet Governance Forum (IGF), French president Emmanuel Macron suggested the crea-
tion of an international body for AI that is modelled on the Intergovernmental Panel on Climate Change (IPCC). He 
highlighted Canada as a key partner and argued that France’s G7 presidency would offer the opportunity to push 
the idea forward. The IPCC for AI would focus on the ethical, technical, and scientific dimensions of AI and work 
with civil society, top scientists, and all the innovators and be supported by international organisations such as the 
Organisation for Economic Co-operation and Development (OECD) and the United Nations Educational, Scientific and 
Cultural Organisation (UNESCO).92

The IPCC focuses on providing scientific assessments on climate change and its implications to policymakers. 
Scientists work, on a voluntary basis, on regular assessment reports that review the existing literature and current 
state of knowledge on climate change.
Macron’s suggestion has raised concerns about a doubling of efforts and attempts at global governance for AI that 
could harm innovation.93 Yet, assuming that the IPCC for AI follows the principles of the original IPCC, it would bring 
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scientists and practitioners from all around the world together to create assessment reports that offer a full picture 
of the state of AI when it comes to its use and research. Based on the assessment report, government representa-
tives negotiate a final document, the Executive Summary, that reflects the key points and, in the views of negotia-
tors provides a balanced picture. The resulting document reflects the global consensus, based on the most recent 
scientific findings, on the issue.

Conclusions

The strategies and reports analysed here show that AI 
is on the agenda for many governments. It is treated 
as a cross-sectoral issue with many implications in a 
wide range of areas. Progress towards the goals set in 
national strategies and related documents depends on 
a number of factors. Advancing AI will happen in a com-
plex system of overlapping spheres of economy, society, 
politics, and technology and innovation. It will require the 
co-ordination and co-operation of a diverse set of actors. 
Thus, AI presents a complex challenge for diplomacy.

Comparing national AI strategies and related reports 
with regard to their view on (big) data, we find that 
access to data (including questions of open data and the 
differences between countries regarding their ability to 
draw on large data sets), and building or maintaining 
appropriate data repositories and data infrastructures 
are some of the key concerns of countries as they look 
towards economic growth and prosperity on the basis of 
increased application of AI. In contrast to the assumption 

that AI always requires big data, some countries empha-
sise the quality or uniqueness of the data they hold as a 
competitive advantage.

A number of countries emphasise the importance of 
international co-operation. Their main reasons for doing 
so include the need to pool resources for research and 
development, the need for access to (big) data, a desire 
to set standards and develop an ethical framework, 
and a desire to build on and amplify shared norms and 
ethics. The EU focuses on closer co-operation and co-
ordination in a variety of forms. It also aims to set global 
quality standards for AI applications and to become 
more active in multilateral discussions, especially on 
the use of AI for military purposes. The UN approaches 
discussions around AI with suggestions for internal 
capacity development. In addition, the organisation is 
concerned about a widening gap between developed 
and developing countries, especially given the potential 
of AI to support the implementation of the SDGs.
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3. AI as a tool for diplomacy

Thinking about artificial intelligence can help clarify what makes us human − for 
better and for worse.94

As we are now about to enter a more sophisticated phase of the Digital Age, it 
is important to ask ourselves how the emerging digital technologies may shape 

the next stage of digital diplomacy.95

It takes time to adapt to new technologies and integrate 
them in existing workflows. Once a technology has 
become widespread and pervasive however, we often 
do not even notice it anymore in our daily work. Some of 
the artificial intelligence (AI) tools discussed here, such as 
tools that can analyse vast amounts of textual data, could 
soon be on their way to becoming exactly that: pervasive 
to the extent that they become invisible. In this context, it is 
useful to remind ourselves that e-mail was once consid-
ered a novel form of communication. Will AI tools eventu-
ally follow the telegraph, the telephone, and e-mail and 
become seamlessly integrated into the every day working 
lives of diplomats? For example, in the mid-1990s, there 
was still speculation as to the extent e-mail would be 
taken up by ministries of foreign affairs (MFAs). It was 
argued that ‘a new IT-influenced diplomatic interaction 
symbolised by the exchange of communication through 
dedicated e-mail’96 could emerge as more and more 
MFAs begin to use information technology more widely.

Looking at AI and diplomacy means that questions 
regarding human-machine interactions become more 

prominent. We already live in the age of close interac-
tion between humans and machines driven by AI. One 
only needs to think of the use of robots in production 
lines and warehouses where humans and machines 
work side by side. Of course, the importance of this 
interaction is not limited to machines that exist physi-
cally (robots); it also includes virtual assistants, voice 
recognition, and planning and optimisation algorithms. 
While there are discussions on the security and military 
applications of AI decision-making systems,97,98 AI as a 
tool for diplomacy has received very little attention so 
far.99

To address questions of AI as a tool for diplomacy, 
this chapter first introduces the distinction between 
assisted, augmented, and automated intelligence and 
discusses one example from diplomatic practice at 
the borderline of assisted and augmented intelligence. 
Second, since developing AI applications for diplomacy 
will, in most cases, involve working with the private sec-
tor over time, we add reflections and recommendations 
regarding this process.

3.1 Possibilities between assisted, augmented, and automated 
intelligence

As a starting point, we build on the distinction between 
assisted, augmented, and automated intelligence.100 
Assisted intelligence supports the work of a human being; 
augmented intelligence allows humans to do something 
that they would otherwise not be able to accomplish; and 
automated intelligence describes those cases in which 
the entire task is performed by an AI. While automation 
receives lots of attention, partially due to concerns about 
the loss of jobs, it is safe to say that, at this point in the 

development of AI, ‘the technology’s greater power is in 
complementing and augmenting human capabilities.’101 
A 2018 report by PricewaterhouseCoopers argues that 
currently, the best applications for AI in business are (a) 
the automation of simple tasks and processes and (b) 
the analysis of unstructured data.102 This is also applic-
able to the world of diplomacy and offers a very prag-
matic approach to exploring AI as a tool for diplomacy 
that avoids raising unrealistic expectations.
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Assisted and augmented intelligence for diplomacy

The practice of diplomacy is very closely intertwined 
with the written word. Diplomatic reports and treaties 
form a cornerstone of the profession. Analysing these 
reports and treaties, for example in preparation for 
negotiations, can be a time-consuming task for diplo-
mats. Traditional computerised search methods are not 
helpful in this instance as the textual data is mostly in 
unstructured form, meaning that it is not organised in 
a predefined manner and not annotated in a way that 
would make it readable by a computer.

In this regard, AI can be a useful tool in facilitating tasks 
that require diplomats to work with, digest, or research 
vast amounts of text. The natural language processing 
(NLP) methods103 involved in this not only allow for deal-
ing with unstructured data, they also have the potential 
to uncover new connections between issues. The par-
ticular example we look at here comes from the realm 
of trade negotiations, which is characterised by a pleth-
ora of particularly lengthy agreements.

The Cognitive Trade Advisor (CTA), a piece of soft-
ware designed to support diplomats in preparing for 
international trade negotiations, was launched at the 
2018 World Trade Organization (WTO) Public Forum.104 
Developed based on a co-operation between the 
International Chamber of Commerce and IBM Watson, 
the system answers questions on rules of origin across 
a vast number of trade agreements. Rules of origin 
define where a product originated and consequently 
what duties and/or restrictions apply in cross-border 
trade. Trade negotiations in this area tend to be very 
complex and require extensive preparation, partly due 
to the number and length of relevant agreements.

In the process of developing the tool, the first step was 
to define its scope, the focus being on rules of origin in 
this case. The next and very crucial step was to train 
the CTA. Two diplomats classified rules of origin in a 
form understandable for the software and annotated 
trade agreements and relevant products to provide a 
basis from which the CTA could learn to recognise rules 
of origin across all documents and correlate them with 
relevant products.105 This was an important step in 
order to build a basis from which the software could 
begin to recognise rules of origin and respond to com-
plex queries. The CTA also includes a virtual assistant 
that can answer questions on the rules of origin and 
provide graphical illustrations of search results, thus 
allowing for a more natural interaction between the 

tool and the diplomats and for easy comprehension of 
a complex issue.

Those involved in the development of the CTA, described 
its advantage as ‘tackling the challenge of complexity’106 
when it comes to making sense of a complex issue 
across large numbers of treaties. They also expressed 
the hope that, ultimately, the insights generated by the 
CTA could lead to the development of a ‘new model for 
rules of origin in trade treaties’.107 Further, they argued 
that the tool could be important to support negotiators 
from smaller negotiations teams and level the play-
ing field between small and large delegations. Their 
suggestion was to ultimately make such tools freely 
available, through working with United National (UN) 
bodies such as United Nations Conference on Trade and 
Development (UNCTAD).

It is important to keep in mind that the CTA is a highly 
specialised tool, trained for a very specific purpose. This 
means that for different kinds of negotiations, even dif-
ferent aspects of trade negotiations, a new tool has to 
be trained. Having said this, simpler tools that can be 
used to analyse social media or aggregate news from 
various sources are already available and used by some 
MFAs. This can take the form of using off-the-shelf soft-
ware applications offered by technological companies 
or working on customisation of the tool for the specific 
purposes of the ministry.

In addition, MFAs have become increasingly interested 
in AI tools to monitor open data for early crisis detec-
tion – with the aim of expanding this towards gaining 
insights for crisis prevention. The Open Source Unit of 
the UK Foreign and Commonwealth Office was an early 
adopter in this regard. Recently, the Department of 
Crisis Prevention, Stabilisation, Post-conflict Care and 
Humanitarian Aid of the German Federal Foreign Office 
launched a comparable initiative that is ‘evaluat[ing] 
publicly available data on social, economic, and politi-
cal developments’ in order to detect crisis at an early 
stage.108

Other examples of AI tools used to support the work of 
diplomats include the use of machine learning to evalu-
ate satellite images to recognise patterns of, for exam-
ple, refugee movements. More complex systems that 
combine insight from satellite images, textual data, and 
other data sources to make informed recommendations 
are also possible.
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3.2 Approaching the development of an AI solution

In contrast to the technology, security, and health care 
industries, diplomatic institutions are more likely to be 
in a position in which they are yet to embark on develop-
ing AI solutions.

In this section, we share points for consideration 
for those ministries considering such a step. This 
builds on experiences and lessons learned from 
DiploFoundation’s Data Team and AI Lab in their search 
for a software solution that responds best to estab-
lished project requirements. In doing so, we map out 
five main steps that should be considered when devel-
oping a project that requires an AI software solution. In 
addition to considering these steps, it is also crucial that 
the MFA team working on the AI solution remains flex-
ible and openminded throughout the process, primarily 
because, over time, the project might take on a different 
course of action.

Step 1: Determine needs, and set goals and key 
performance indicators

As with everything related to complex analytics, the 
key step is to determine whether an advanced soft-
ware solution that is capable of analysing large quan-
tities of data is actually needed. If so, it is important 
to clearly establish what it is that is to be achieved or 
discovered.

It is important to be very specific about the goals. To 
begin with, it is crucial to identify needs.

Questions such as the following are very useful to ask 
this stage:

• Is there a need to analyse historical records and 
identify patterns – an area of descriptive analytics?

• Is this about performing sentiment analysis on 
documents, social media communication, or even 
speeches?

• Is the important aspect the ability to analyse 
large amounts of documents according to specific 
criteria?

• Is the interest located in forecasting future events 
as part of predictive analytics?

In most cases, this is where many organisations fail – 
lack of proper (business) requirements and clear-cut 
ideas of what they want to achieve can result in over-
spending, impractical and inadequate solutions, as well 
as significant loss of time and resources.

It is therefore important to take the time to think thor-
oughly about what the MFA wants to achieve. For 
instance, for large quantities of data such as social 
media data used for sentiment analysis or key topic 
identification, an automated solution significantly short-
ens the time needed for this task. The same applies to 
identifying patterns and seldom-spotted information in 
government policies and legal documents, as we dis-
cussed using the example of the CTA.

After determining what the MFA wants to achieve, the 
next step is to set goals, i.e., define what is to be meas-
ured and how – units, performance, data representation, 
and visualisation. Raw data per se is useless without a 
context-specific situation and adequate presentation. 
Data and visualisations bring order to chaos and help an 
average user understand even the most complex data.

Step 2: Create a project description

The next step is to draft a project description with 
clearly specified requirements, identified tasks, and 
clear objectives. At this stage, the purpose of the project 
or research needs to be clearly identified. Whilst creat-
ing the project descriptor, it is imperative to consult with 
different stakeholders and departments within the MFA 
in order to build a wider picture of the requirements.

Furthermore, a technical adviser should be involved 
in the drafting process so as to assist with technical 
demands that diplomats and other staff might not be 
familiar with. This exercise is crucial as it allows the 
team engaged in the task to get a clear picture of what 
has to be done and in what way.

Step 3: Research

Once the project description has been created, the 
research phase can begin by analysing the market 
and technical capabilities online. Existing solutions can 
be explored and demos can be tested based on the 
needs and goals. Even though the ultimate objective 
is to obtain a software solution that relies on techno-
logical strengths (and reduces workload), it is still rec-
ommended to test and compare the obtained results 
manually to see whether the software gives correct 
outcomes. The research phase is very useful because 
in certain situations expectations might not correspond 
to reality and consequently the obtained results might 
not be suited to the given objectives. In other words, this 
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phase is about exploring what current AI technologies 
can and cannot deliver.

At this stage, advantages and shortcomings of the dif-
ferent software solutions that are tested can clearly be 
identified. If shortcomings outweigh advantages, they 
might be addressed through slight modifications to the 
existing program. This approach of slight modification 
of existing solutions is particularly useful if the goal is to 
develop a small pilot project to showcase the potential 
of AI applications. However, if modification is not desir-
able or not possible, a customised solution that corres-
ponds best to the need of the particular project should 
be considered. Customising solutions builds on close 
co-operation between MFAs and software companies. 
Hence it is important to think about the availability of 
personnel to engage with technological companies.

Step 4: Negotiate

When it comes to defining the relationship with software 
developers and technological companies, there are two 
main strategies.

A strictly professional-client relationship can be 
adopted, when it is enough to obtain the required soft-
ware solution. This entails purchasing the service and 
receiving the necessary technical assistance and sup-
port in return. This option probably does not involve 

substantial negotiations. It also gives a lot of independ-
ence and perhaps requires the least effort. However, 
following this approach means forgoing opportunities 
for co-operation and customisation.

An alternative to this strategy is to seek a partnership 
in the form of a mutually beneficial relationship for the 
business and the ministry. In this case, it is crucial to 
carefully define the parameters of the partnership. 
Parameters are, among other factors, determined by 
the defined scope of the project, the financial resources 
available, and the kind of data utilised. If the project 
deals with sensitive data, in contrast to openly availa-
ble data, the terms of the partnership need even closer 
attention, in particular with regard to data ownership 
and confidentiality.

Step 5: Implement

At this stage, it is important to ensure that implementa-
tion functions smoothly and that the means necessary 
for successful completion are present. Additional inter-
nal measures might be necessary such as acquisition of 
licences, server updates, and staff support. At the same 
time, monitoring and evaluating are important in order 
to determine whether

• expectations are met.
• there is a return on investment.
• the co-operation is beneficial for the MFA.

Conclusions

AI not only impacts the kinds of topics diplomats need 
to address, it also adds to the arsenal of tools at the dip-
lomat’s disposal. In order to think through AI’s potential 
to serve as a tool for diplomats, the distinction between 
assisted, augmented, and automated intelligence is a 
useful starting point.

At this point in the development of AI, it is best used to 
assist and augment intelligence. Since a substantial part 
of diplomatic practice is concerned with textual data, for 
example in the form of treaties and diplomatic reports, 
tools that can support the meaningful analysis of this 
data at scale are of particular interest.

In this sense, AI that uses NLP techniques to make sense 
of large amounts of unstructured data in natural lan-
guage provides some of the greatest promise when it 

comes to AI as a tool for diplomacy. The analysis of texts 
at scale has the potential to make the work of diplomats 
more effective and free up time and resources. As a 
consequence, more time can be spent on aspects of 
diplomatic work that require uniquely human skills and 
human intuition.

Small and developing countries might struggle to 
develop these tools on their own. But if shared or pub-
licly available, AI tools, similar to the one discussed in 
this chapter, can make a substantial contribution to level-
ling the playing field at international negotiation tables.

Lastly, MFAs need to be prepared to engage with the 
business sector to obtain these tools and in most cases 
of more complex applications, close co-operation over 
time is needed.
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4. Addressing the human rights 
dimension of AI

The main risk today is the gap between innovations and our legal framework, 
whose basic concepts are not suited for the virtual world.109

Machines function on the basis of what humans tell them. If a system is fed with 
human biases (conscious or unconscious), the result will inevitably be biased.110

In this chapter, we address the human rights dimen-
sion of AI to highlight the impact of new technology on 
established topics on the international agenda. We look 
at the topic from a state-centred perspective to high-
light the importance of diplomats and other officials in 
addressing these issues while being keenly aware of 
new concerns arising due to the impact of AI. This also 
highlights potential areas in which additional capacity 
building will be needed in order for diplomats and other 
officials to be effective in addressing the human rights 
dimension of AI.

The protection of human rights and fundamental 
freedoms is a central part of the foundational con-
tract of modern democratic states, forming part of 
their raison d’être. Their legitimacy to act depends 
on putting people at the centre of their ambitions as 
evidenced by international legal texts, including the 
Universal Declaration of Human Rights (UDHR), the 
International Covenant on Civil and Political Rights 
(ICCPR), and other international and regional instru-
ments. These instruments and frameworks were 
established following the atrocities of two world 
wars which asserted the need to protect everyone 

from abuse and harm, in particular underscoring the 
dignity and integrity of every individual. Ever since, 
individual civil, political, economic, social, and cul-
tural rights and freedoms have been interpreted and 
developed by courts and international organisations 
around the world.

States are the duty bearers for the protection of human 
rights. They are its primary guarantors and, under cer-
tain circumstances, they can be held accountable. They 
have both positive and negative obligations to protect 
and to refrain from interfering with the exercise and 
enjoyment of rights and freedoms. In many ways, the 
Internet and information communication technologies 
have enabled the exercise and enjoyment of many rights 
and freedoms while, at the same time, they have chal-
lenged certain among them, due to emerging problems, 
such as online hate speech, incitement to violence, and 
fake news. The role of the state is to strike a balance 
between freedom and protection, rights and responsi-
bilities. This balance also requires that the state makes 
efforts to engage the private sector in respecting human 
rights, including in the design, development, and deliv-
ery of their digital services.

4.1 Human rights in the digital era

To begin this discussion, it is crucial to recognise that 
human rights apply online as they do offline. For the 
past 15 years, we have seen a growing concern about 
this question, in particular at the international level.

In 2003−2005, the United Nations’ World Summit on the 
Information Society (WSIS) resulted in four outcome 

documents which paved the way for multistakeholder 
dialogue on inter alia finding ‘solutions to the issues 
arising from the use and misuse of the Internet, of par-
ticular concern to everyday users’.111 In 2012, the UN 
Human Rights Council (HRC) ‘affirm(ed) that the same 
rights that people have offline must also be protected 
online’.112
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In 2014, the HRC underlined the need to address the 
issue of security and human rights together, coupled 
with support for access to a global and open Internet.113 
In 2016, the HRC stressed inter alia the importance of not 
disrupting access to the Internet and the need to combat 
online hate speech which constitutes incitement to dis-
crimination or violence.114 This has been complemented 
by reports, opinions, statements, and instruments of 
UN special rapporteurs, the High Commissioner for 
Human Rights, and the work of regional organisations 
such as the Organisation for Economic Co-operation and 
Development (OECD), the European Union (EU), and the 
Council of Europe.

The courts continue to articulate the need for narrowly 
circumscribed limitations to rights and freedoms to pro-
tect national security, to fight crime and disorder, and 
to respect the rights of others. To this end, they have 
interpreted existing laws and filled gaps when norms do 
not exist, constituting de facto makers of digital rules.115 
There have been landmark cases on privacy and data 
protection, freedom of expression, and intermediary 
liability to name but a few, which have given rise to cer-
tain precedents. Complemented by intergovernmental 
frameworks, they continue to address the challenges of 

technology in their judgments and opinions. Their itera-
tions have provided checks and balances to governmen-
tal activity, strengthening the resolve of states to protect 
and foster respect for human rights online while pro-
viding guidance when national laws do not comply with 
international human rights frameworks.116 In this sense, 
courts have emerged as active makers of digital policy.117

Human rights, which are universal, indivisible, and 
interdependent, prevail over contractual clauses, such 
as general terms and conditions, imposed on Internet 
users by the private sector.118 They are broad in scope 
and cover an array of rights and freedoms. They exist to 
ensure that the highest attention is paid to the lives and 
dignity of everyone, to ensure that no one is left behind. 
States are the primary guarantors of these rights and 
freedoms and are formally obligated to protect them, 
whereas companies, which drive the development and 
deployment of AI-enabled products and services, have 
no such obligation. Not bound by international law, their 
commitment is voluntary. Consequently, it is the duty of 
states to encourage such companies to design, develop, 
and deploy AI with respect for human rights above and 
beyond the ethical commitments the private sector 
might undertake.

4.2 Specific rights in relation to human rights

Having said this, it is crucial to look at specific rights 
and how they are (potentially) impacted by AI. In the fol-
lowing we look at the right to privacy, family, home, and 

correspondence; the prohibition of discrimination; and 
the right to hold opinions and to freedom of expression.

The right to respect for private and family life, home, and correspondence

The ICCPR states that ‘[n]o one shall be subjected to 
arbitrary or unlawful interference with his privacy, fam-
ily, home or correspondence, nor to unlawful attacks 
on his honor and reputation.’119 The right enables the 
individual control of personal information online and 
offline, and includes the decision whether to disclose 
it. In other words, the individual has the freedom to 
be left alone in order to develop their own personal-
ity, to live with dignity and in security. The right is not 
absolute and can be subject to narrowly circumscribed 
limitations in order to protect other legitimate rights 
and interests such as national security, fighting crime 
and disorder, etc. Originally prescribed to safeguard 
against arbitrary interferences by public authorities, 
this right also encompasses interferences by compa-
nies and by individuals. These interferences include the 
publication of personal information; the security and 
privacy of mail, telephone, e-mail, and other forms of 

communication, including online information; the pro-
tection of one’s image and voice; and in being monitored 
and surveilled.120

In her comment on safeguarding human rights in 
the era of AI, Dunja Mijatović, the Council of Europe 
Commissioner for Human Rights puts it like this.

‘The tension between advantages of AI technol-
ogy and risks for our human rights becomes 
most evident in the field of privacy. Privacy is 
a fundamental human right, essential in order 
to live in dignity and security. But in the digi-
tal environment, including when we use apps 
and social media platforms, large amounts of 
personal data are collected − with or without 
our knowledge − and can be used to profile us, 
and produce predictions of our behaviours. We 
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provide data on our health, political ideas and 
family life without knowing who is going to use 
this data, for what purposes and how.’121

AI depends on the collection and processing of vast 
amounts of data which can potentially include personal 
and even sensitive data. Anonymisation techniques – 
which have served as a wildcard, allowing companies 
to process anonymised personal data – could be more 
easily circumvented with the use of AI. Only a very small 
amount of data is needed to uniquely identify an indi-
vidual. It was found that 87% of the population in the 
United States could be uniquely identified based only on 
cross-referencing a 5-digit ZIP code, gender, and date 
of birth.122 AI exponentially strengthens data process-
ing capabilities. If anonymised personal data becomes 
part of a large data set, AI can de-anonymise this data 
based on inferences from cross-referencing informa-
tion. This blurs the distinction between personal and 
non-personal data, which is a cornerstone of present 
legislation.123

AI can also identify and extrapolate trends and pat-
terns of behaviour which can be used to influence 
opinions, choices, and decisions.124 According to Liesl 
Yearsley, former CEO of Cognea, a company working 
in the fields of deep learning and AI, it is extremely 
easy to exert influence over people’s decisions, even 
with relatively simple programs: ‘Every behavioral 
change we at Cognea wanted, we got it,’ and this can 
be largely exploited by companies looking for profit, 
she said.125 In doing so, there is also the potential for 
data to be misused or for AI to malfunction, which 
could cause harm and/or interfere with the rights of 
data subjects.

It will be important to see how the application of the 
EU’s General Data Protection Regulation (GDPR) will 
impact profiling practices, including with the use of 
AI, and on automated decision-making that impacts 
individuals. According to article 22 of the GDPR, ‘[t]he 
data subject shall have the right not to be subject to 
a decision based solely on automated processing, 
including profiling, which produces legal effects con-
cerning him or her or similarly significantly affects 
him or her.’126 Moreover, according to article 29 Data 
Protection Working Party, ‘to qualify as human inter-
vention, the controller must ensure that any oversight 
of the decision is meaningful, rather than just a token 
gesture.’127

There are three exceptions to the general prohibi-
tion on automated decision established by the GDPR. 

Article 22 will not apply when the decision is (a) pro-
vided by the law, such as in the case of fraud preven-
tion or money laundering checks; (b) necessary for the 
performance of or entering into a contract; or (3) based 
on the individual’s prior consent. Nevertheless, even 
in these cases, the data controller needs to inform the 
data subject about the existence of automated deci-
sion-making, providing meaningful information about 
the logic involved,128 as well as the significance and the 
envisaged consequences of such processing for the 
data subject.129

As can be inferred from the current regulation, data 
protection principles such as consent, fairness, purpose 
limitation, and data minimisation remain important 
operational safeguards for the exercise and enjoyment 
of the right to privacy, but also need to be fine-tuned 
with regard to the introduction of AI technologies. An 
AI model which produces discriminatory results could 
fail the test of fairness. An AI model which is not frugal 
in the data it collects (because it has not made a lat-
eral sweep of the amount and nature of the informa-
tion needed) is not proportionate and could fail the test 
of data minimisation.130 An AI model which gathers or 
reuses personal data from various sources yet does 
not inform, explain, and/or obtain the consent of the 
data subject, could fail the purpose limitation principle. 
As regards the principle of consent, a GDPR-compliant 
privacy information notice cannot adopt the form of a 
blank cheque covering any type of machine learning or 
AI technology. The information notice to the data sub-
ject needs to explain the main elements considered in 
reaching the decision, the source of the information 
obtained and their relevance.131 In other words, these 
principles underscore the autonomy of and respect 
for the data subject by requiring, for example, explicit 
consent and clear proof of significant interference of 
the right.

Data protection is especially important for vulnerable 
groups whose ability and capacity to consent may be 
less developed and/or diminished. As stated by Rosa 
Kornfeld-Matte, the UN independent expert on the 
enjoyment of all human rights by older persons: ‘Older 
persons should also be able to change their minds and 
opt out of technology at any time. Unless there are viable 
alternatives, the older person does not, however, have 
a real choice. Consent is not merely an administrative 
requirement. It is an essential element to a rights-based 
approach.’132 She underlines the importance of the pro-
vision of simple and accurate information about the 
technology in order for them to be able to assess its 
implications.133
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Data and its protection as the frontier field for the protection of human rights with regard to AI
When we talk about the human rights implications of AI, we are in a lot of ways implicitly referring to the unprec-
edented need for data when it comes to building AI.
General speaking, data in all its forms (big data, open data, personal data, sensitive data) is a critical juncture in 
understanding human rights with regard to AI. Data can enable the exercise and enjoyment of human rights in new 
and exciting ways. At the same time, there are trails of data being left behind (e.g. location data, websites visited) 
which have functional and commercial value for AI models by reinforcing their learning potential.
The autonomy of AI, the quality of the training data it uses, and the opaque nature of the algorithms employed can lead 
to inadvertent interferences with human rights, most notably the prohibition of discrimination linked with the right to 
privacy, the right to employment, the right to liberty and security, the right to a fair trial, and the right to freedom of 
expression and information. There is concern that AI can result in unintended consequences for human rights and 
even has the propensity to harm.

In summary, the right to privacy is of critical impor-
tance for individuals who are increasingly surrounded 
by AI-enabled products and services in public, at work, 
or at home. It is a frontier field for the exercise of other 

rights and freedoms, which almost conditions their 
enjoyment. It depends on the operationalisation of laws 
and principles which protect data attributable to the 
data subject used by AI models.

The prohibition of discrimination

The ICCPR states: ‘(A)ll persons are equal before the 
law and are entitled without any discrimination to the 
equal protection of the law. In this respect, the law shall 
prohibit any discrimination and guarantee to all persons 
equal and effective protection against discrimination on 
any ground such as race, colour, sex, language, religion, 
political or other opinion, national or social origin, prop-
erty, birth or other status.’134 This is a general prohibi-
tion, embedded in international human rights law, which 
states are obliged to protect. It is also a protection which 
is associated with the exercise of a wide range of other 
human rights. In practice, discrimination and unequal 
treatment take different forms including those based 
on gender, sexual orientation, and disability.

At the European level, it is the established case law of 
the European Court of Human Rights that a difference 

in treatment is discriminatory when it has no objec-
tive and reasonable justification, i.e., if it does not pur-
sue a legitimate aim or if there is not a reasonable 
relationship of proportionality between the means 
employed and the aim sought to be realised.135 The 
decision to discriminate should be intentional or suf-
ficiently explicit and the unequal treatment is not 
objectively or reasonably justified. While there can be 
lawful grounds for discrimination, the European Court 
of Human Rights is likely to consider certain grounds, 
such as race and ethnic origin, as being a particularly 
egregious kind of discrimination in need of special 
vigilance from public authorities and the courts.136 In 
such cases, the state may have a positive obligation to 
adopt measures to prohibit discrimination, even when 
this may concern private parties, such as technology 
companies.
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Irrespective of where it may be found, it is the potential 
of AI to discriminate which matters, even if there is no 
underlying intention to do so. The question to be asked 
is whether AI-enabled products and services engender 
practices which are disadvantageous to certain catego-
ries of the population and which are not objectively or 
reasonably justified. The absence of law and case law 
makes this difficult to ascertain, especially if it can be 
argued that AI models risk being inherently discriminate 
in the way they function (i.e., when identifying, ranking, 
prioritising, associating, and filtering data) and/or risk 
standardising bias from datasets. To this end, the UN 
High Commissioner for Human Rights highlighted ‘that 
as the use of artificial intelligence systems becomes 
more pervasive, there may be disproportionate and dis-
parate impacts on certain groups facing systemic ine-
qualities, including women within those groups.’137,138,139 
An AI tool used by Amazon to review job applications, 
for example, did not rate candidates for software devel-
oper jobs and other technical posts in a gender-neutral 
way. Because Amazon’s AI was trained to vet applicants 
by observing patterns in past applications – most sub-
mitted by men – the system taught itself that male can-
didates were preferable.140 We know that

‘[m]achines function on the basis of what 
humans tell them. If a system is fed with 
human biases (conscious or unconscious) 
the result will inevitably be biased. The lack 
of diversity and inclusion in the design of AI 
systems is therefore a key concern: instead 
of making our decisions more objective, they 
could reinforce discrimination and prejudices 
by giving them an appearance of objectiv-
ity. There is increasing evidence that women, 
ethnic minorities, people with disabilities and 
LGBTI persons particularly suffer from dis-
crimination by biased algorithms.’141

In practice, AI-enabled products and services can deter-
mine, intentionally or otherwise, what information peo-
ple see and how they are perceived. UN Women pointed 
this out in a campaign that raised awareness about sex-
ist results, ranging from stereotyping as well as outright 
denial of women’s rights, that were being generated 
by the Google search autocomplete function, which is 
powered by AI.142 Research has revealed the failure of 
certain AI facial recognition technologies to unequally 
mis-identify people of different skin colours and gen-
ders because the datasets that were used to train the 
AI system encompassed a larger number of white male 
individuals than black people and women.143 Biased 
datasets have also negatively influenced Microsoft’s 

AI chat bot ‘Tay’ designed to learn from engaging with 
Twitter users in casual conversations. As people start-
ing tweeting the bot with racist and sexist remarks, Tay 
started repeating these sentiments back to users.144 In 
a similar example, MIT’s Media Lab ‘Norman’, an algo-
rithm designed to analyse pictures, which was trained 
on data from ‘the dark corners of the net’ started to 
interpret abstract images consistently as dead bodies, 
blood, and destruction.145

Therefore, the quality of data used by AI models is 
crucial. AI systems, trained on data which replicates 
existing racial and gender stereotypes, tend to amplify 
and perpetuate discriminatory practices which can 
interfere with the exercise and enjoyment of other 
human rights. Consider also the propensity to collect, 
aggregate, de-anonymise, and repurpose data (with a 
loss of the original context for its collection)146 from an 
increasing array of data from different objects in the 
home and on the body (such as personal home assis-
tants and fitness trackers), from which inferences can 
be drawn.

According to a study published by researchers at the 
University of California – Berkeley, AI is capable of 
identifying individuals by learning daily patterns, such 
as the number of steps collected by activity trackers, 
smartwatches, and smartphones, and correlating it 
with demographic data.147 This information could be 
sold to third parties, such as health insurance compa-
nies, which could potentially discriminate against less 
physically active individuals.

The impact that discrimination can have on other human 
rights, such as the right to work and the free choice of 
employment, and to a standard of living with adequate 
health and wellbeing is also significant. With more data 
available, AI models continue to learn (associate and 
predict), in particular to correlate, deduce, and pre-
dict for commercial advantage. The outcomes of these 
models are economically valuable in employment,148 
insurance, and credit decisions. Some companies take 
into account the social network connections of loan 
applicants or the information collected by the geo-
location feature of their mobile phones before decid-
ing on granting a loan.149 The use of AI could enable 
the analysis and cross-referencing of information in 
a much wider scale, as the ongoing implementation 
China’s social rating system may demonstrate. The 
system is based on a series of big data and AI-enabled 
processes that effectively grants subjects a social 
credit score based on their social, political, and eco-
nomic behaviour.150
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AI models being used to assist law enforcement in pre-
dictive policing and to guide the courts in sentencing 
terms can be argued to interfere with the fundamen-
tal right to liberty and security151 as well as the right 
to a fair trial.152 AI-enabled decision-making in matters 
which can affect individuals so acutely must be fair 
and correct, making any interference with their human 
rights so critically important.

On this basis, any state claiming a pioneer role in the 
development and/or reliance on new technologies 
bears a special responsibility for striking the right 
balance between rights, duties, and interests.153 With 
greater unthinking reliance on autonomous everyday 
AI, it can be argued that they have a positive obligation 
to anticipate and prevent existing and new forms of 
discrimination.

The right to hold opinions and to freedom of expression

Article 19 of the ICCPR states that everyone has the right 
to hold opinions without interference as well as the right 
to freedom of expression, which includes the freedom 
to seek, receive, and impart information and ideas of all 
kinds, regardless of frontiers, orally, in writing, or in print, 
in the form of art, or through any other media of their 
choice. Further, the exercise of this right carries with it 
special duties and responsibilities which may be subject to 
certain restrictions, but only such as are provided by law 
and are necessary for respect of the rights or reputations 
of others, and for the protection of national security or of 
public order (ordre public), or of public health or morals.

As an essential basis of a democratic society,154 this 
right has been developed by the courts over the years 
to promote pluralism and diversity in information and 
expression. It has also resulted inter alia in affording 
the media the freedom to act as a watchdog over the 
public interest, in protecting human rights defenders, 
and in circumscribing limits to expression with regard 
to hate speech. The positive and negative obligations of 
states have been instrumental in this regard, especially 
in striking the right balance between competing rights, 
freedoms, and responsibilities.

The digital age has been instrumental in enabling 
unprecedented levels of freedom of expression and 
access to information. This has underscored the impor-
tance of access to the Internet provided and facilitated by 
providers of telecommunications and digital platforms. 
This has resulted in widespread support for Internet 
freedom and a light touch to regulating intermediar-
ies. AI models are deployed by such intermediaries to 
manage vast amounts of data and to effectively help 

users seek and access information (e.g. the resolution 
of search queries).

However, big-data (predictive) analytics, the profiling 
of users, and the personalisation of content, as well as 
automated filtering mechanisms, make AI models pow-
erful agents for interference with freedom of expres-
sion due to their capability to de-index (prioritise and 
promote), filter, and takedown content. AI models have 
competing priorities to rank user-generated content 
without censoring it, and to monitor and take down 
unlawful, illegal, or otherwise harmful content without 
over-blocking it.

Paradoxically, AI models are also misused to autono-
mously generate fake news (e.g. on social media plat-
forms such as YouTube155) in order to spread malicious 
disinformation which may be considered to interfere 
with the right to form opinions necessary in a demo-
cratic society (e.g. voting in elections). In all cases of 
AI-enabled expression, be it deliberate, unintentional, 
or inadvertent yet opportunistic in nature, the potential 
to shape public opinion and electoral processes is clear 
for all to see.

Any interference with freedom of expression and access 
to information performed by AI models, however inad-
vertent or for legitimate reasons (e.g. to comply with law 
enforcement requests), must meet the tests of legal-
ity, proportionality, and necessity. The state is obliged 
to ensure that any interferences are prescribed by law 
which is clear and foreseeable, entails action which is 
proportionate (e.g. does not lead to overbroad restric-
tions), and meets a pressing social need.



35

Although we have yet to see the courts determinedly address AI interferences with freedom of expression, certain 
precedents can already be extrapolated from other judgments:

• AI should not result in the blanket blocking of access to online content.156

• AI-enabled search listings should not interfere with the reputation of others.157

• AI-enabled media have responsibilities to moderate comments they openly receive which may lead to hate 
speech and incitement to violence.158

AI-enabled freedom of expression necessitates, on the 
one hand, an awareness of its importance for individual 
liberty, society, and the public interest (i.e., the freedom 
to offend, shock, or disturb)159 whilst, on the other hand, 
remaining sensitive to the need to protect individuals and 
groups faced with hate speech or speech considered to 

be hateful and/or which incites violence. Consequently, 
the state should be wary of affording AI-dependent com-
panies the unfettered freedom to facilitate, moderate, 
and even influence expression and information, espe-
cially when this is performed by autonomous machines 
in a manner which is not transparent or explainable.

Conclusions

AI has entered a digital landscape which lacks clear reg-
ulation and guidance from case law. It will quietly learn 
and increasingly assist people for good in their everyday 
lives.160 AI models will drive us around, help us make 
choices, and complement the care for loved ones. In this 
regard, they will enable the effective exercise and enjoy-
ment of human rights for many more people than ever 
before. At the same time, they are likely to engender 
risks inter alia to life, to liberty, to dignity, and to work, 
many of which are not yet known nor fully understood.161

Considering the fast pace of technological change, it will 
be insufficient (too little, too late) to rely on traditional 

mechanisms and powers to regulate AI models as they 
arrive.162 It is therefore incumbent on states relying on 
AI to maintain continuous reflection and deliberation on 
the human rights impact of AI, for example by means 
of open and vigorous public debate. There should also 
be mechanisms available to challenge and/or correct AI 
inputs and outputs regardless of their source163 as well 
as capacity building efforts (e.g. online training courses 
on AI) and dialogue with companies on the design, 
development, and delivery of AI-enabled products and 
services. 
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Conclusions and further 
recommendations

This report provides a broad overview of the relation-
ship between artificial intelligence (AI) and diplomacy. 
It is clear that AI is becoming a prominent topic on the 
international agenda due to its broad potential impact 
on many aspects of our social, political, and economic 
lives. It is also clear that, in one form or another, AI 
impacts the diplomatic agenda and that it will trans-
form a number of debates and introduce new, and 
sometimes very challenging topics. Ministries of for-
eign affairs (MFAs) have begun to prepare for the shifts 
caused by AI by releasing or beginning to work towards 
national AI strategies. Some MFAs have also begun to 
explore AI applications as tools for diplomatic practice.

In conclusion, we make three final recommendations for 
MFAs and diplomats to get ready to engage with the top-
ics and tools emerging from AI’s impact on international 
relations and the practice of diplomacy. We previously 
issued similar recommendations regarding capacity 
building and organisational adjustments in the context 
of big data. Not only are these recommendations also 
applicable when it comes to AI, they are in fact all the 
more important.

Develop indicators for tracking diplomacy for AI
• National AI strategies and related reports set or 

suggest goals for countries. However, clear and 
measurable objectives are missing in many cases. 
Hence, the next step for many countries will be to 
clearly define goals and operationalise them in 
order to develop targets and indicators.164

• There are at least three reasons why this will be 
important. First, given the substantial investment 
in the building of national AI ecosystems, data infra-
structures, and AI applications, concrete indicators 
will contribute to accountability towards citizens. 
Second, operationalisation will help in tracking pro-
gress and making adjustments where necessary. 
Third, since many of the developments in AI are in 
the very early stages, testing (and revising) initial 
assumptions and documenting lessons learned will 
be crucial.165

• As national AI strategies get more refined, a clearer 
idea of the foreign policy goals related to AI will 
emerge (outcome indicators) and diplomats and 
MFAs will be tasked with working towards these 
goals. In this regard, it will be important to define 
what the MFA needs in order to effectively support 
the implementation of national AI strategies. The 
following questions can offer a first guidance in 
order to define input indicators for MFAs:

 – What is the number of existing diplomatic person-
nel with a background in topics relevant for AI?

 – What is the number of diplomatic personnel 
receiving topic-specific training?

 – Do dedicated personnel exist who can support or 
focus on negotiations on topics with relevance for 
AI – either associated with key topical areas or as 
an independent cross-cutting unit?

Engage in capacity building
• To get ready to address AI effectively, existing 

capacities and capacity gaps within MFAs need to 
be carefully assessed. As AI is a new topic that is 
sometimes difficult to grasp given overstated dys-
topian as well as utopian reporting, diplomats need 
a basic understanding that will help them navigate 
the topic.

• Carefully designed capacity building that aims at 
supporting the skills and knowledge of diplomats 
is important. A foundation level of knowledge that 
enables diplomats to critically assess opportunities 
and challenges associated with AI and to put vari-
ous applications in context is paramount. When it 
comes to working with AI as a tool, those diplomats 
directly involved need a more detailed understand-
ing and need to be able to communicate effectively 
with software developers who are working on an 
AI application.

Making organisational adjustments: Building a 
cross-cutting unit on AI applications

• As MFAs begin to explore AI as a tool for their own 
work, it will become important to determine how 
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this process can be organised and fit within the 
existing organisational structure of ministries. It 
is clear that the development of AI applications for 
use by diplomats can benefit a variety of depart-
ments and units, cutting across regional and the-
matic departments.

• Taking inspiration from the Open Source Unit of the 
UK Foreign and Commonwealth Office and its work 
in the area of big data, we suggest the creation of 
a small cross-cutting unit on AI applications. This 
should be a small and agile unit with a multidis-
ciplinary team, whose members have expertise in 
computer science, social science, law, and other 
disciplines. The unit should not only be able to 

develop AI applications but also to critically assess 
their implications and feasibility.

• In support of this, we suggest the identification of 
AI champions across the ministry. These are diplo-
mats who are knowledgeable of or interested in AI 
and can facilitate the conversation between the unit 
and the other departments in the ministry.

As many of the issues we discussed in this report are 
still very much under development, it is not easy to fore-
see where the debate on AI and diplomacy will lead in 
the coming years. As we said in the introduction, diplo-
macy is here to stay. But diplomacy will also have to 
adapt to new challenges.
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