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Abstract

This paper examines cybersecurity information sharing mechanisms. It looks at the research into public-private partnership (PPP) theory, their application for cybersecurity, and the burgeoning field of international cybersecurity collaboration, and draws conclusions on what policy elements are needed to foster success in architecting a platform for cybersecurity information sharing on a large scale. The paper surveys existing information sharing regimes and the policy objectives they attempt to reach, including capacity building, standardized languages for information sharing, liability protections, anonymization requirements, reducing free riders, and building trust.

The paper looks at the United States as a model for the development of cybersecurity information sharing policies over time, and establishes a model based on the United States that could be applied in some other jurisdictions, although it may not be suitable for all other legal, economic, political, and technological situations. It suggests key architectural elements for constructing such a mechanism, based on the results of the survey of policy attempts thus far and other relevant conversations in the information security field. It also provides insights into the impact on international cybersecurity, should those policy objectives be met.

Finally, it concludes that while large scale information sharing networks can overcome the challenges identified, including building trustworthiness into a large-scale sharing regime, and that the so-called “network effect” applies to information sharing regimes, such that larger networks can provide more value to stakeholders. It also determines that policy leapfrogging may not be a viable alternative to the slower, but stable, policy development course charted by the United States. The paper identifies that there are continuing needs for measurement of the activities of information sharing networks, a deeper understanding of the information sharing agreements in place, and further review of non-state (i.e, private sector) active participation in information sharing regimes.
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Chapter I: Introduction

Major research question

That our Internet age has proven revolutionary in its provision of tools for economic development, empowerment of marginalized peoples, and new economic models is beyond doubt. So too is the fact that there are major cybersecurity externalities facing the society in the information age. As the Internet revolution grows deeper into the developing world, and as society as a whole becomes more dependent on ICTs, these security issues become increasingly consequential.

The offensive-defensive divide in cyberspace has traditionally favored the attacker, with the common refrain of asymmetric conflict being employed to explain the ways in which an attacker need find only one weak spot in the defenses in order to achieve their goal of entry to a system, while defenders must fortify all points in the defense, all the time. While this asymmetric model favors individual or small groups of attackers (O’Connor, 2011), defensive organizations have found utility in sharing elements of their defense. The threats in cyberspace are more prolific than any one government could handle, and are more complex than private industry could generally handle on its own. This leads to a clear case for collaboration among stakeholder groups. Organizations as diverse as states, academia, private industry and the technical community have developed a variety of information sharing mechanisms. The depth and breadth of these sharing mechanisms varies, but a general theme of sharing information related to threats, attack techniques, malware signatures, and more sensitive intelligence-related material has emerged.

The mechanisms themselves are diverse, and range from legal compulsions to share information to voluntary and informal groups of collaborators. There appears to be potential for high impact on overall cybersecurity via these mechanisms among new types of sharing communities. For example, the Obama administration in 2016 explored sharing of sensitive data with Japanese companies in an arrangement similar to the CISA law in the U.S. Other types of sharing arrangements require special legal considerations (for example: could the US share information...
with a country with a poor human rights record, in a case where a Mutual Legal Assistance Treaty (MLAT) would not be available) while others require trust building among disparate partners, particularly in certain industries.

As pointed out by Gordon et. al, 2003, “sharing of information about threats and breaches of computer security lowers the overall costs of achieving any particular level of information security, and thus has been promoted as an important tool in enhancing social welfare.” While the empirical evidence for the value of these mechanisms is lacking in thoroughness at this date, it is worth examining where these types of sharing arrangements might proliferate in the future, and what policy options exist for governments to pursue information sharing as part of their national and international security strategies.

Governments increasingly look to information sharing arrangements to help improve their own information security. Governments are increasingly dependent on privatized critical infrastructure. According to figures cited by a UK Foreign Officer interviewed for this work, approximately 90% of UK Critical Information Infrastructure (CII) and 85% of US CII are in private hands. While the US arguably had an early start in building cybersecurity information sharing relationships, beginning with the creation of the Financial Services Information Sharing and Analysis Center (FS-ISAC) in 1999, other countries are rapidly adopting novel information sharing networks. This has led to an enviable policy laboratory in which new ideas can be tried out and best practices can be promoted as they emerge. These new models include private and inter-governmental information sharing mechanisms. India, for example, announced in early 2017 that it would create a network of countries to promote cybersecurity information sharing (PTI, 2017).

This thesis intends to explore what kinds of sharing regimes exist, ask what policy and technical criteria they require, and examine what elements make a workable policy framework for multi-stakeholder information sharing. In the course of doing so, it will also look at existing security information sharing regimes, the state of the research on information sharing mechanisms, and
the progressive body of policy in the US supporting increased information sharing. Finally, it will attempt to assert a framework for structured mechanism for global cybersecurity information sharing derived from the results of the research.

**Hypothesis**

Based on the challenges facing them, many sharing mechanisms do not reach their full potential. Given the failings of different models as presented in the literature review, and the somewhat limited impact analysis available from which to compare cybersecurity impacts of different kinds of sharing regimes, there remains an opportunity to explore the likely benefits of different kinds of sharing networks. The author will examine ways of dealing with this complex set of variables.

- **Hypothesis one**: That mechanisms to overcome the limitation of around 30 members to a trust community as outlined by Nyswander Thomas can be overcome in a voluntary, large-scale cybersecurity information sharing network, and that the so-called “network effect” continues to provide benefit for ever larger cybersecurity information sharing networks, as measured in increased generation, sharing and utilization of cybersecurity threat information, leading to improved cybersecurity across members of the network.

- **Hypothesis two**: That policy developments by leading countries may provide a model for developing inclusive, voluntary information sharing platforms, and that there are policy developments which can be leapfrogged in ways that would help the cybersecurity of developing countries.

**Methodology**

For the purpose of this research, we will consider mechanisms that include any combination of government, private-sector, academic, and technical community actors, with an aim of improving cybersecurity defensive postures of the member organizations via the transfer of information related to cyber threats at a technical or human level. For example, the transfer of technical threat indicators
under CISA would be covered, as would the sharing of classified intelligence with the private sector under Executive Order 13691 authorities. Further exploration of these kinds of arrangements and their various facets is provided in Chapter II.

The two hypotheses provided above will be tested against the evidence presented in Chapters II and III in an attempt to address the major research question of what kind of information sharing mechanisms should be promoted by policymakers for effective cybersecurity improvement.

For this thesis, cybersecurity will mean the relative resilience to attacks against ICT systems, in terms of the organization’s ability to provide confidentiality, integrity, and availability of the system and its data, by any adversarial organization, including individuals, criminal organizations, loosely affiliated hacktivist groups, and state-sponsored actors, among others. While measuring this directly is a challenge because of the impossibility of measuring the lack of attacks, possible metrics of effectiveness among these sharing organizations is whether a member of the group had information about the attack that if shared within the group, the creation and dissemination of threat alerts, and adoption of shared indicators, each of which would prevent the attack from proliferating. However, this information is largely absent from the publicly available literature from existing mechanisms, and other variables (such as new attack vectors and the consistent vulnerabilities presented by the so-called human factor) make measurement a futile exercise for the time being.

Overview

Chapter II provides background on the existing varieties of information sharing regimes and attempts to impose a taxonomy on them for ease of understanding. It also looks at the policy objectives that information sharing regimes attempt to meet, as well as some of the technical issues involved, such as anonymization, trust issues, and explores the ways states build trust among themselves, in order to ferret out useful traits that would foster success among new mechanisms.
Chapter III provides a case study of the progress the United States (arguably the most prolific sharing environment of any major power) has made in establishing an ecosystem of sharing mechanisms in a very heterogeneous environment. It also establishes a model of progression towards greater information sharing based on the experiences in the United States. Chapter IV attempts to address the policy issues that a scalable, multistakeholder international data sharing framework would need to address, including explorations of issues that are predominantly involved in government to government sharing mechanisms and issues related to information sharing with the private sector and academia.

Chapter V attempts to examine the implications for cybersecurity, as an area of discussion within the broader framework of Internet governance, that the sharing mechanisms described in the thesis support and establishes a framework by which measurement of cybersecurity improvements could be charted in order to further refine the policy options available. Chapter VI attempts to draw conclusions from the previous chapters, examine the hypotheses in light of the evidence and makes conclusions as well as recommendations for further work along this theme.
Chapter II: Literature Review

There is a lack of comprehensive work on the question of multi-party cybersecurity information sharing in the international arena. However, several researchers have taken up various aspects of the question in meaningful ways. These include reviews on public-private partnerships for threat information sharing, information sharing between governments, and legal and diplomatic frameworks for cybersecurity cooperation, including information sharing.

Among the major writings in this arena, there are some recurring themes. Trust between parties is a precondition for information sharing. The information must be useful to all parties to justify the resource allocation to the sharing arrangement. Legal safeguards for the information must be provided to ensure no regulatory, civil, or other blowback. Economic rationales for joining these types of arrangements depend on the size of the company and the industry, but mandatory adherence is unlikely to achieve the end state security goals to be facilitated by sharing. The majority of work is focused on American and European perspectives and experiences, and very little academic information is available on Asian and other regional perspectives.

Broadly, the research available to explain the areas adjacent to multi-party cybersecurity information sharing falls into three categories: Explorations of Public-Private Partnership Theory, Examinations of Public-Private Partnerships for Cybersecurity, and Assessments of International Cybersecurity Arrangements. Here we will examine the research supporting each of these themes in turn:

a. Public-Private Partnership Theory:
In an early exploration of the economics of information sharing arrangements for cybersecurity, Gordon et. al. discuss how sharing reduces individual members’ cybersecurity expenditures and increases their security. The paper is skewed towards private-sector programs, owing primarily to the early date of their paper (2003), and the lack of government involvement in sharing mechanisms at that time. Their research takes a decidedly theoretical mathematics approach, attempting to build
Building on research about the way that security breaches bring financial harm (the decrease in market value) of firms, they affirm the value of sharing “information related to methods for preventing, detecting and correcting security breaches ... because it helps to prevent organizations from falling pretty to security breaches experienced or stopped by other organizations.” (Gordon et. al, 2003, p 2). They affirm the public good, social welfare model of information security as a set of pooled risks and security measures.

They also discuss the free-rider problem (essentially, that certain members of an information sharing group would only receive, and not provide information) as one of lack of full participation and demonstrate ways this can lead to lower cybersecurity for the members of the organization. One key assumption they make is that members will report truthfully the security information they do share, to the extent they share: they do allow that omission may be a prevalent obstacle to the sharing mechanism. They also assert that the knowledge that organizations receive will be analyzed for business impact to the member firms. This is important because when an organization is made aware of a cyber threat and is also aware that other entities in its ecosystem are also aware of the threat, they are more likely to act in an effort to not be left behind as a vulnerable straggler in that ecosystem.

Gordon et. al make five key propositions:
1) “With information sharing, each firm’s optimal level of expenditures for information security is less than or equal to the optimal level of expenditures for information security without sharing.” (Gordon et. al, 2003, p 18)

2) “[A given firm’s] level of information security will increase as a result of [a different firm] sharing security information if and only if [the first firm’s] marginal benefits from additional information security expenditures [...] are greater than [the first firm’s] marginal benefits from additional security expenditures.” (Gordon et. al, 2003, p 20)

3) “Assuming positive levels of information sharing can be costlessly [sic] enforced by the [information sharing organization], member firms will adjust their levels of information security expenditures so that social welfare increases (i.e, total social costs decrease). (Gordon et. al, 2003, p 22)

4) “At the (decentralized) Nash equilibrium of the non-cooperative information sharing game, a small increase in expenditures on information security by either firm would increase social welfare.” (Gordon et. al, 2003, p 22)

5) “If each firm is allowed to select its sharing ratio (as well as its level of information security investment), the only Nash equilibrium sharing ratio strategies are [not to share].” (Gordon et. al, 2003 p 22)

They conclude that information sharing organizations can reduce costs and increase security, but if the free-rider issue is not addressed, underinvestment in information security will ensue. They state that one rationale for the free-rider problem is that firms are “concerned about providing competitive advantage to other member firms and protecting their reputation.” (Gordon et. al, 2003 p 26-27). They also conclude that economic incentives should be generated to improve information sharing, including subsidies based on quantity of information, government subsidies on insurance, or other regulations. They warn that these could easily backfire leading to “situations where perverse economic incentives are created (i.e., incentives are created that actually encourage, rather than discourage, security

---

1 This summarizes a calculation, in which the outcome is a decision to not share.
breaches.) (Gordon et al, 2003, p 27). Unfortunately, they do not directly address these incentive models in their research.

Cellucci’s (2010) review of the US Department of Homeland Security’s use of PPPs provides a very interesting historical overview of PPPs going back to the colonial period and on through the Cold War. While this historical view is less directly applicable to cybersecurity partnerships, it helps provide context for why the DHS and the Federal Government more broadly leans heavily on PPPs from an economic perspective.

He goes into useful detail on the government’s Cooperative Research and Development Agreements (CRDA), which is a key way that the DHS can share R&D information with industry in ways that lead to commercialization of research. From a cybersecurity perspective, this may be an important part of developing applications to enhance security as well as a robust ecosystem of joint ventures and interpersonal connections as explained by Radunovic and Rüfenacht (2016) and would be beneficial for trust building between the government and private sectors, particularly those elements most concerned with cybersecurity.

Cellucci’s argument for commercialization-focused partnerships is that it reduces costs to taxpayers and puts R&D costs onto private sector entities that hope to commercialize the product later. Unfortunately, Cellucci doesn’t offer economic data to demonstrate the economic impact of DHS buying products that are derived from these partnerships. According to Cellucci, these kinds of partnerships offer a “win-win-win” arrangement for taxpayers, the public sector, and the private sector, allowing taxpayers to receive better services at lower costs, the public sector the better reactivity to their needs, and the private sector a meaningful market for applied research.

In their work on governance models for PPPs, Dunn-Cavelty and Suter (2009) question the roots of the predominance of PPPs for CIP in the US and similar countries. They find that “one of the key challenges for such protection efforts arises from the privatization and deregulation of many parts of the public
sector since the 1980s and the globalization processes of the 1990s, which have put a large part of the critical infrastructure in the hands of private enterprise.” (p 180) While they ultimately don’t find fault with this predilection, the distinction that this model has a natural home in economies that have more neoliberal tendencies is a useful one. While CIP is closely linked to national security in many modern formulations, the state has the ultimate responsibility for ensuring security of critical infrastructure.

In their dissection of the Information Sharing and Analysis Center (ISAC) as a model for information sharing, they identify that ISACs are independent organizations, despite receiving government funding. They argue that because the membership of each ISAC makes the rules about its structure and operations. Lacking in their assessment is a comparison of the ISAC against a sector specific CERT. For example, highlighting the contrast between FS-ISAC and a Financial CERT in another country would be illuminating and could help drive the discussion towards best practices for sector specific cyber regulators.

After looking through the CIP PPP model, they suggest a re-focus on the network approach. According to them, the network approach differs from the neoliberal PPP mindset in that “the introduction of governance structures is not regarded as a measure to raise the efficiency of the public administration, but as a consequence of progressive specialization in modern societies” (p 182). As such, they indicate a preference for sectoral organizations and the transition of government to meta-government, in which government is hands-off on the daily operations of an information sharing platform but retains the ultimate authority. This meta governance model is not dissimilar from the Post-IANA Transition ICANN2 in terms of the role of government and the specialist organization.

In testing their networking model for CIP, they determine several problems that their networking model can solve: the inability of states to monitor what companies are doing to fulfill their CIP security

---

2 Briefly, the transition of the Internet Assigned Numbers Authority (IANA) was a function previously delegated to ICANN by the US Government, and which the US Government formally ceded control over to the ICANN multistakeholder community, in a move which saw governments achieve a more expanded and formalized role in the multistakeholder community. More information is available at [https://www.icann.org/iana-transition-fact-sheet](https://www.icann.org/iana-transition-fact-sheet).
roles, the differences in interests of actors in a PPP which causes them to be harder to arrange, the
trust issue for PPPs which tends to contain reach and membership of the PPP, the difficulty in taking
information sharing PPPs beyond a domestic sharing platform. Of these, they believe that network
type has something to offer PPPs, only to fall short of solving the problem of outsourcing key state
functions as a source of tension.

b. Public-Private Partnerships for Cybersecurity:
Perhaps the most in-depth investigation into public-private information sharing was done by
Kaijankoski (2014) at the Naval Postgraduate School. While his work comes from a distinctly American
government perspective, this is at least partly due to that country’s leadership on multi-sector two-
way information sharing, and the lack of suitable examples from other countries from which
Kaijankoski could derive comparisons.

His work focuses on barriers to information sharing between industry and government. While
evidencing a fundamental mistrust of industry and a belief in the goodness of government throughout,
he makes several useful observations about the motivations of the private sector and useful
observations about private industry’s motivations.

Kaijankoski observes that an era of cyber insecurity was opened in 2006, and that as of his writing no
adequate response had been made. While all parties in his research appear to agree that information
sharing should be beneficial, issues of quality, trust, and costs drive absenteeism in these
arrangements. Private industry criticizes information received from government as being less useful
than what they need, thereby devaluing the information sharing arrangement.

With relation to quality, Kaijankoski notes that the information that government provides should be
measured by its utility and responsiveness to recipient needs. Governments oftentimes provide much
information, but do not consider the utility of what they provide. This leaves private organizations in
the position of having an abundance of information without a way to immediately make use of it. He
follows this argument to its logical terminus: when data is not useful, it will not be used, and this reduces the value that organizations put on the information sharing agreement. Private companies will not spend resources on information sharing if government doesn’t act to make them materially more secure, and will opt to spend those resources on self-defense in isolation. When this becomes the norm across industry, significant amounts of waste are generated due to the lack of coordinated activities.

When addressing trust, Kaijankoski echoes Weiss (2014) in assessing that fear of public disclosure and ultimately the loss of market position drive them away from sharing mechanisms. In this view, there’s little difference for industry between intentional disclosure – such as Freedom of Information Act requests, and accidental disclosure such as the Snowden revelations. There is also a lack of action by government (namely, prosecution of cyber criminals) that reduces the value of information sharing that would support attribution. Further complicating trust is the lack of clear legal guidelines that promote safe harbors for information sharing.

In terms of cost, he writes that the high costs of participation in information sharing groups such as the US’ FS-ISAC. Smaller organizations in the financial sector are less likely to participate in the FS-ISAC information sharing regime. This is potentially a resource issue among SMEs. Alternatively, Kaijankoski indicates that larger companies’ participation may be derived primarily from a need to be viewed as leaders on these issues, driving them to absorb the costs of participation in pursuit of greater market position. Ultimately, he believes this creates a divide among those who can and cannot participate which will have implications for the broader industry’s security posture.

In a brief foray into other potential ways of stimulating information sharing from industry to government, he reaches the conclusion that increased regulation forcing industry’s hand would likely lead to more costly compliance activities and reduce resources available for actual security activities, meaning that this kind of policy would be ultimately counterproductive.
Commissioned at a time when the US was looking at various information sharing bills, N. Eric Weiss’ research for the Congressional Research Office looks at the potential economic impacts of the proposed legislation to facilitate cybersecurity information sharing. His research responds to the significant breaches of the 2013 and 2014 timeframe and looks at the legislative options that were on the table in 2014: CISPA, CISA, and CISTCA. He also looks at the ways information can be used and potential legal barriers to information sharing. Most usefully, his work examines the economic impact of information sharing on security, on the market for cybersecurity products, and the other effects of greater information sharing. Among the key barriers for private sector information sharing with the government, his research calls out the violation of privacy and antitrust laws, and the loss of “proprietary business information.”

Weiss provides several considerations to explain why organizations do not share information:

“In theory, sharing information about cybersecurity attacks and defenses has many benefits:

- Everyone would appear to benefit from eliminating duplication of costs and efforts.
- Sharing efforts could detect breaches faster and reduce damage caused by breaches.
- Sharing breach information and joint research efforts could lead to new ways to protect information.

In practice, there are also other considerations:

i. Some argue that, despite official pronouncements, there are unresolved legal questions concerning privacy and antitrust issues surrounding sharing cybersecurity information.

ii. Some organizations may be reluctant to help competitors and, in extreme cases, might listen to what others share but offer nothing in return (free-riding in economic terms).

iii. If the shared information itself is breached by hackers, the organizations could be worse off than if they had not shared the information.

iv. Public disclosure of a breach may cost an organization customers and sales and affect its stock price.” (Weiss, 2014)
Weiss also explores some of the rationales for sharing, including being perceived as a good corporate citizen, and long-term shareholder value for the company, even if short-term economic advantages are not favorable to sharing.

Uniquely in the work examined here, Weiss also explores the use of third party organizations such as consultants and insurance companies in fostering information sharing. Because these activities generate knowledge which can be used in an anonymized fashion, Weiss argues they are useful to the sharing of cybersecurity information.

In ENISA’s “Report on Cyber Security Information Sharing in the Energy Sector” (2017) the agency highlights the ways that the EU’s NIS Directive and GDPR permit the sharing of personal information between cybersecurity organizations. It also explores the rationales for a lack of trust among organizations, outlining seven key elements that impact trust:

i. Lack of interaction between members of the information sharing initiative.

ii. Conditions to become a member of certain initiatives are not specific enough, not well defined, either too restrictive or too generic.

iii. Sensitivity of cyber threats and issues in the energy sector

iv. Large size of the sharing initiative (multiple participants)

v. Different interests of the participants

vi. Insufficient protocols/agreements to guarantee information sharing

vii. Cultural differences

viii. Concerns about sharing proprietary, confidential, or secret information.

ENISA recommends several courses of action for the energy sector: promoting the maturity of the sector, enhancing senior level management involvement in cyber issues, promoting ISACs, CSIRTs, and information sharing initiatives, harmonizing legal frameworks to permit sharing, promoting the use of a common taxonomy and information flow, ensuring trust via codes of conduct, determining useful
practices of other sectors, and further development of and adherence to standards for the sector. Many of these address issues of trust that persist across multiple industries and in the relationship between private and public-sector organizations.

Broggi’s (2014) examination of Executive Order 13636 on encouraging information sharing for cybersecurity purposes provides a useful model of progressive maturity in information sharing from the American government.

According to his analysis, cybersecurity information sharing as a matter of legal mandate begins with a patchwork of laws addressing federal government systems and closely linked private sector networks. This was a haphazard set of laws, leading to a haphazard security posture, as Broggi (655) points out: “Unfortunately, the degree to which these and other authorities are scattered about the executive branch creates difficulty in bringing them to bear on the cyber threat in a comprehensive manner.” The solution proposed by the George W. Bush administration was the Comprehensive National Cybersecurity Initiative (CNCI), which sought to combine cyber functions into military, intelligence, and national security functions for the protection of all federal networks. This action of getting the government’s house in order allowed for streamlined flows and the institutionalization of information sharing on cybersecurity matters.

Continuing that work, the Obama administration expanded the focus of government cybersecurity attentions to include private commercial networks of strategic national importance. Obama called for improved legislative authorities to resolve these issues, but Congress proved an unreliable partner. This led to the issuance of EO 13636 in February 2013, aimed at expanding federal protection to private networks in two key ways: the expansion of an information sharing network to cover private sector networks in real-time, and the development of a cybersecurity framework which would help the development of standards and a lexicon for information sharing. While Broggi doesn’t take up the development of the NIST Cybersecurity Framework, it has had a significant impact on development of
shared paradigms and mutual understanding – both in and out of the United States – between
government and industry actors which have either adopted it or become familiar with it.

Obama’s EO 13636 established the Enhanced Cybersecurity Services (ECS) Program, which gave the
nation’s intelligence and homeland security apparatuses a mechanism for sharing information with
private sector, including classified data on a highly-restricted basis. This order covered all critical
infrastructure sectors\(^3\). Under this regime, government can provide signatures of malicious cyber
activity to the covered entities, their ISPs, and their Cybersecurity Providers (CSPs). This is done via an
automated process. At the time, Director of the NSA and Cyber Command, General Keith Alexander
(2013) began exploring what information private industry could provide and how his organizations
would respond to it. He became convinced that receiving malicious signatures without any proprietary
or private content would be suitable.

Broggi then pivots his exploration of the EO to discuss legal constraints on information sharing in the
US, particularly related to the Fourth Amendment and Wiretap Statutes. While very important to
consider in the implementation of the Executive Order, this is outside the scope of the focus of this
present document.

Finally, Broggi presages the development of CISA by laying out legislative alternatives for
Congressional action. He suggests that mandatory information sharing could be explored, or could
bolster protections for voluntary sharing to ensure adherence to the legal constraints he had explored.
Ultimately, he puts his focus on the removal of legal uncertainties that reduced ECS participation. He
does warn that voluntary programs that shares information the public believes to be excessive to the
assurance of security would face difficulties, and prescribes a set of protections against government
use of the data for non-cybersecurity purposes.

\(^3\) Critical Infrastructure in this case is a determination made by senior Department of Homeland Security officials and carries significant legal weight.
Rachel Nywander Thomas (2013) examines models of PPPs for cybersecurity. In building her argument, she examines the role of the ISACs – particularly among the State and Local Governments (MS ISAC), Financial Services (FS-ISAC), and New York State’s Cyber Threat Intelligence Coordinating Group (CTICG). She explains their relative merits thusly:

“Created as focal points for gathering, analysis and dissemination of information, ISACs provide their sectors with services that facilitate the sharing of information regarding cyber threats, threat alerts, risk mitigation and incident response. The information sharing that occurs through ISACs may be in the form of briefings and white papers, threat calls and webinars, or anonymous reporting. Several of the most mature ISACs have 24-hour security operations centers through which cyber threat information constantly flows from affected entities to others at risk within the sector.”

In examining the work done to secure the Defense Industrial Base, she introduces the role of the DIB Collaborative Sharing Environment (DCISE), an organization which works to protect the networks of defense organizations and closely related industry. It provides cybersecurity tools for members’ use and anonymization of reporting before the information goes to DoD. This second element is key in ensuring that the affected organizations don’t face negative consequences from sharing information about successful attacks to the organization that provides their business with income.

Looking at the trust mechanisms necessary for broad PPP engagements, Nywander Thomas reminds us that trust is difficult to provide in larger groups. Her analysis is that trust groups are limited to a maximum of 30 individuals; this would preclude major sectoral engagements from building meaningful trust networks.

Nywander Thomas raises several key characteristics of cybersecurity information sharing partnerships:

i. Clear, measurable goals and objectives

ii. Knowledgeable and appropriate partners

iii. A design suited to its goals
Finally, she looks at 3 alternatives to the status quo:

1. A National Information Sharing Organization, which would be an NGO acting as a clearinghouse for public and private organizations to share threat information, to provide technical assistance, and to consolidate support and advice. It would require mandatory subscription by all ISACs and related entities, or could go so far as to replace them altogether. This was considered in the PRECISE Act of 2011, which did not pass through Congress.

2. A Cybersecurity Exchange, which would name (or potentially create whole cloth) a federal agency to be the primary linkage point for cybersecurity information sharing with the private sector. It would have superseded the existing PPPs for information sharing. This was proposed in the Cybersecurity Act of 2012, which also did not pass through Congress.

3. Civic Switchboards, which would allow government (or another entity) to connect organizations to help each other. These entities would, according to Nyswander Thomas, require the least amount of government involvement. She suggests the creation of two switchboards: one housed in government to “focus on objectives requiring direct government coordination,” and a second housed in the non-profit sector to “focus on the objectives not requiring government leadership.” The methodology of these switchboards would be to connect and foster best practices across the variety of existing PPPs.

She compares these alternatives based on the somewhat fluid criteria of “focuses on appropriate goals,” “addresses all necessary objectives,” “engages all necessary partners effectively,” and “employs balanced governance structure” and ultimately comes out in favor of the Civic Switchboard model. In the final section of her work, she recommends a pathway for implementation of these switchboards to the US government.

Taking a critical view towards the legal implications of CISA, McKeown and Storm-Smith (2015) focus on the broad protections that CISA provides. This allows them to examine the issues of legal liabilities
that have been cited as a hindrance to information sharing. They also provide background on the situation in which CISA was drafted. According to them, “The stated intent of the law’s sponsors was to encourage voluntary information-sharing among the federal government and private entities in order to better protect against and respond to data breaches and related cybersecurity incidents.” (McKeown and Storm-Smith, 1). Therefore, they argue, protection for information shared to government officials should not be used for litigation.

In particular, they demonstrate how CISA protects the information from intentional disclosure, by providing exemptions from FOIA requests, from antitrust and collusion laws by allowing industry to share sensitive information among competitors, and from privacy laws by providing guidance on use of PII and anonymization. According to them, “the Act offers private entities some reassurance that cybersecurity information shared with the government is unlikely to be made publicly available or subject the company to unrelated regulatory enforcement action.” (McKeown and Storm-Smith, 3). Notably, the Executive Order did not address the issue of private sector voluntary provision of information. This kind of information was considered permissible to accept and distribute threat indicators from, but no specific liability protections were laid out by this order or other legislation at the time.

Vazquez, et. al (2012) explore trust networks in cyber defense information sharing mechanisms, stating: “Trust is a very important component in regards to automated information sharing. When the speed at which data could be shared increases, the risk of sharing information with unauthorized parties is raised, potentially backfiring and creating a disincentive for participation in an information sharing network. Nonetheless, the existence of an automated exchange can provide an incentive for joining the network; automation increases the benefit the parties involved by receiving data quickly and eases the process of contributing data to the network.” (p 441). They address four aspects that they believe lead to improved cyber defense information sharing:

i. Incentives and barriers for information sharing;

ii. Information value perception and collaborative risk management;
iii. Improving data exchange; and

iv. Automation of sharing mechanisms for technical cyber defense data.

Their work also addresses the importance of cultural aspects in giving, expecting, and maintaining trust. In international, inter-sectoral information sharing, this is of course an important consideration and one for which hard and fast rules are neither available nor desirable. The complicating factor of culture likely must be addressed more fully before fast, fluid, and free information sharing will be achieved.

c. International Cybersecurity Cooperation:

“Towards a Secure Cyberspace via Regional Cooperation” (Radunovic, 2016) traces the major international cybersecurity agreements and processes in place. It calls into contrast the differences in lexicon that hinder the reaching of agreements. Chief among these is the West and likeminded states’ use of cybersecurity to address issues related to the defense of networks and infrastructure, compared to the term “information security” which is favored by the Russians, Chinese, and other cooperative countries and speaks to the control of information and use of networks. He also explores other ways in which common terminology is being developed, a precursor for real agreement among cyber powers.

Radunovic provides a most helpful list of the key areas where agreements are being sought: the OSCE, the ARF, the OAS, the SCO, the European and African Unions, and most recently the private sector, embodied by Microsoft. In an effort to demonstrate the consensus being built around what kinds of agreements are being made, he explores key areas of commonality among the GGE, OSCE, ARF, and OAS. In these four processes, the exchange of information is evident among all four, while the sharing of contact points and facilitation of ongoing dialogue are present in only three. He concludes that having other stakeholders contribute to the GGE may be worthwhile and highlights their necessity for confidence building measures and norms for cybersecurity.
Mailyn Fidler (2016) writes for the Council on Foreign Relations that the way the US – as the primary holding jurisdiction for the world’s data – is proceeding with reform of its MLAT agreements may cause problems for some African countries. As prior US administrations were a primary driver of international information sharing mechanisms, this would likely be a setback for those policy objectives.

Fidler points to current and a 2016 proposed change to the MLAT data request process do not facilitate the transfer of data to many African countries, because of the legal requirements voiced in the US legislation. These include “an independent judiciary, adequate substantial and procedural cyber laws, and adequate international human rights practices” (Fidler, 2016). Her argument is that this kind of legal barrier restricts the flow of useful information for issues like cybercrime investigations.

In her research for the article, it was suggested that the lack of these information sharing mechanisms and the perception that the data is out of the reach of local authorities may trigger countries to preemptively engage in Internet shutdowns and data localization in effort to reduce the information out of their control. Conversely, MLAT reform between the UK and US remains an unproven vehicle for allowing closely vetted countries to reach out to US tech companies directly, significantly facilitating the transfer of information for criminal investigations. Reform of the US Electronic Communications Privacy Act (ECPA) or its replacement by the International Communications Privacy Act (ICPA) is another such way to enable the sharing of data for law enforcement purposes from the US to other (democratic) governments (Google, 2017).
Chapter III: Background

Information sharing regimes

A cybersecurity information sharing regime can be described as any set of relationships which permit the passage of potentially impactful information between two or more discrete entities (from governments, academia, information security researchers, industry, etc.) on the basis that the information is of value as threat intelligence, attack indicators, or other data that will help the recipient entities enhance their ability to prevent, detect, respond to or recover from a real or potential attack. In practice, this tends to take on three dominant flavors: intelligence analysis of existing or potential attacks, indicators of compromise (i.e., that an entity has already suffered a breach and is being made aware) or threat indicators (i.e., certain systems or architectures are vulnerable and/or the subject of a planned attack. The information passed in these relationships usually comes from either government collection, some of which is sensitive or classified, or from private actors’ monitoring, which carries with it the need to reduce the affected entity’s liability and protect it from adversarial regulatory or legal action, as well as to anonymize data that could have a negative impact on market position or investor confidence (Carberry, 2016).

As governments and businesses around the world improve their abilities to understand and react to threats, their ability to generate and respond to cybersecurity information should also increase. According to a United Nations Institute for Disarmament Research (UNIDIR) official interviewed for this work, the UN estimates there are 61 countries with offensive cybersecurity capabilities, and over 100 with defensive cyber capabilities. Meanwhile, the Geneva Internet Platform’s research into this question yielded evidence of only 29 countries with indicators of offensive capabilities as of early 2018 (Geneva Internet Platform, no date). In addition, small and midsize businesses are increasingly aware of the cyber risks they face, meaning the number of businesses that could respond to, or generate, this kind of information is set to rise. This means that the world will soon face a significant increase in the quantity of information available. This information can be used to improve cybersecurity at the government and enterprise level, as well as promote more secure experiences for the end user.
As the next billion users connect to the Internet, and the Internet of Things grows into the billions of devices, the number of attack surfaces is set to multiply, adding further pressure to ensure greater security on global networks (Nicholas, 2011). Many of these future users are not digital natives and come from less developed countries. Thus, they will have less cybersecurity resources available to them and will require greater assistance from governments and industry to proactively collaborate in their security.

Globally, there are a variety of information sharing practices in place between governments, industry, and other stakeholders. Here we will examine several of these mechanisms and attempt to call out those which may have value for the creation of a policy template that can be promoted and discussed in a variety of forums.

Informal relationships and instances of sharing have existed for a long time. These are usually relied upon in the absence of a workable framework and standard procedures. They can be effective, but are also fraught with risk. For example, the national Computer Emergency Response Team (CERT) in one country interviewed for this work indicated that the cybersecurity information sharing mechanism between the CERT, critical infrastructure operators, and government relied on a loose network of acquaintances. If someone was out of the office, or changed jobs, the network would collapse. The lack of procedures and communications extended into the disaster recovery phase as well. In one urgent situation related to a particularly aggressive virus, the CERT detected an infected machine in a utility operator’s network, and advised government, who simply took the machine into evidence without warning the operator or providing recovery assistance.

At perhaps the other end of the spectrum, one of the most forward leaning arrangements is the Cybersecurity Information Sharing Act (CISA) in the United States. This law permits the Department of Homeland Security, as well as other sector-specific agencies, to coordinate with industry and to disseminate attack signatures and provide classified intelligence on a selective basis. In the latter days of the Obama administration, DHS officials met with several foreign governments, including Japan, to
look at ways of internationalizing this arrangement. Under the internationalized CISA concept, according to DHS officials interviewed for this work, Japanese industry and government would be added as two more nodes on the sharing network: the Japanese government could advise American industry and government, and the US government could advise Japanese industry and government of cybersecurity threat information. It would also allow for the creation of a clearinghouse mechanism between industry in the two countries for sharing of malware signatures and relevant information on an anonymized basis.

Between these two extremes of the spectrum, there are a variety of information sharing regimes in effect today that are worth examining here.

1. **A government-backed organizer**: In the European Union, the European Network and Information Security Agency (ENISA) fosters information sharing between governments and other stakeholders via a variety of mechanisms. In its review of regulatory and non-regulatory approaches, it identifies a wide variety of approaches active within the EU, but that “organizations tend to initiate information sharing by using a co- or self-regulatory approach, meaning that organizations establish common rules among each other with or without the intervention of the regulatory bodies.” (ENISA 2015, p 36), but that traditional regulatory initiatives also exist throughout about a quarter of the EU and EEA countries. These formal regulatory approaches include EU legislation such as the ePrivacy Directive and the General Data Protection Regulation (GDPR), the national-law applications of which requires data breach and cybersecurity notification to government and/or affected entities (p 31). ENISA also supports the creation of voluntary information sharing mechanisms which they call “Network Security Information Exchanges” (NSIEs) but suggest these will generally be small organizations due to limitations on establishing trust in larger groups. (ENISA 2009, p 16).

2. **Government centralizing of information**: In many countries, information sharing tends to be unidirectional, with various stakeholders responsible for providing information to the
government, and generally focused on post-incident breach notification as in the case of the Cyber Security Law of China (China Law Translate, 2016). This model is characterized by relatively low levels of sharing overall (Segal, 2012). This model helps ensure that government agencies understand the activities happening on national networks, but the tendency to restrict that data and treat it as sensitive reduces the ability to provide timely information to organizations that could operationalize the data for their defense.

3. **Industry self-led organizations:** Industry-led groups such as the Financial Services Information Sharing and Analysis Center (FS-ISAC) generally promote multi-party information sharing, anonymization, and analysis. The model began in the United States as an outcome of Presidential Policy Directive 63 (PPD-63) in 1998, and has been adapted to several sector specific areas like automotive, defense industry, financial, retail, *inter alia* (National Council of ISACs, 2017). It is now beginning to expand internationally, with the creation of an Asia Pacific regional office for FS-ISAC in conjunction with the Government of Singapore (Monetary Authority of Singapore, 2016). By focusing on sector issues, ISACs can provide useful information about the overall threat level facing an industry and typically share information more quickly than governments.

4. **International Coordination and Relationship Building:** On an international basis, the Forum of Incident Response and Security Teams (FIRST) network attempts to standardize communication among CERTs at the national and industrial levels. It also helps in the capacity building and policy harmonization functions (FIRST, 2017). However, many of the relationships established at FIRST still rely on acquaintances and personal connections. When personal relationships are the motor for an information sharing regime, they are automatically more limited in size than regimes that rely on automated distribution of information, anonymization of sources, and structured relationships. This is because in personal relationship-led regimes, there is a premium placed on trust, and that trust is not automatically granted. We will examine trust in information sharing more fully below.
Type of policy objectives

When governments make policy to promote cybersecurity information sharing, there are a number of policy foci that they ostensibly attempt to address. These include building the capacity for the state and other actors to utilize information provided within the network, standardizing the information so that it can be readily understood and automatically applied, protecting members of the information sharing network from criminal, regulatory, and civil liabilities, anonymization of data and assurance of confidentiality for organizations providing information, reducing free riders in the system, and building the trust among members to grow the network and ensure its quality.

a. Capacity Building: Information provided without the ability to take defensive action prior to an attack or enhance the recovery after an attack has less value than information containing these elements. This means that information should be detailed and meaningful, but also that recipients of information should be able to respond according to the type of information they are provided. For example, if an industry actor receives a threat warning from government, the information will only be useful if the industry actor can understand the information and there is a method to react to the information that reduces the impact of the threat. Governments and industry should partner to build the mutual capacities for communication, understanding, and coordinated reaction that will enhance the rapidity of responses, thus reducing the impacts of cyber-attacks.

A good example of this would be when government provides information about potential intrusions to the control systems of a piece of critical infrastructure, such as the alleged Iranian 2013 intrusion to the Bowman Avenue Dam in New York State. According to Berger (2016), while the attackers may have hoped to penetrate the much larger Arthur R. Bowman Dam in Oregon and hit this target by mistake, the US government was able to alert the operators of the dam, and provided relevant information about the attack to the
dam’s operators and local government partners. The dam, fortunately, was offline for repair at the time of the intrusion, making it harder for the attackers to exploit the systems they gained access to, and giving defenders sufficient time to react. The dam’s staff were able to act upon the information and protect the dam from further intrusion.

Even as policies to promote capacity building are being developed, entities specialized in helping build these capacities are required. Indeed, the subject of Capacity Building has been a significant factor in recent international policy discussions, including at the 2017 meetings of the GGE. During a side event in the June 2017 meetings of the GGE, one Western country’s expert indicated that capacity building, particularly in a multistakeholder manner, is required to bring global cybersecurity to a new level. In order to enable successful use of information shared in cybersecurity information sharing mechanisms, capacity building that between improves the recipients’ knowledgeability and ensures the trust of all group members in each-others’ ability to provide and respond to information will be essential.

b. **Standardized expressions to facilitate multi-directional information sharing:** Ensuring that recipients of information can readily understand and apply information provided within the sharing mechanism is an important part of ensuring its value, and thus the value of the mechanism itself. This has led to the development of standardized languages to express certain qualities of threat intelligence, including vulnerabilities, descriptors of actors and attack methods, and indicators of compromise. These expressions, alternatively known as languages, are particularly important for the automatization of adaptation to new threat information (Kirk, 2017). Automatization of many parts of an organization’s cyber defensive operations makes sense, because manual review and integration is both resource intensive and can waste precious time in the immediate run-up to an attack. These languages tend to be devised by governments or their consultant
organizations. Three such languages, CVE, STIX, and TAXII are worth investigating briefly here, although it should be noted that there are many other languages.

CVE – the Common Vulnerabilities and Exposures (CVE) dictionary is an effort organized and sponsored by the US-CERT and Department of Homeland Security that catalogs publicly known cybersecurity vulnerabilities. It standardized the language for vulnerabilities, making it easier for organizations to discuss them and ensure they are addressed when possible (Mitre, 2017).

STIX – The Structured Threat Information eXpression (STIX) developed organically in a mailing list on automated information sharing run by US-CERT and CERT.Org. Essentially it is a lexicography for articulating the many facets of a threat or attack. Barnum (2014), states that the original purpose of STIX “was to clearly define the scope of what sorts of information should be included within a structured cyber threat indicator and what sorts of information should be defined in other related structures” (p 7). STIX is widely used in DHS, FS-ISAC, and private sector information sharing mechanisms. According to Barnum, STIX includes elements that enable the expression of various types of threat-related data, including:

- Observables, which are measurable properties of the network element such as file names, network protocol requests, etc.
- Indicators, which are “observable patterns combined with contextual information intended to represent artifacts and/or behaviors of interest” (Barnum, p 14).
- Incidents, which are data related to specific instances of Indicators that are related to an attack.
- Tactics, Techniques, and Procedures (TTP), which are expressions of the methodology used by an attacker.
- Campaigns, which describe the activity of threat actors pursuing a specific goal.
- Threat actors, which are descriptions of the attackers (real or potential)
- Exploit Targets, which are the technical vulnerabilities used by threat actors in a given incident.
- Courses of Action, which are the options available to a network operator to prevent, stop, or recover from an attack.
- Data markings, which are attached to all of the above elements and contain data about sensitivity, handling instructions, etc.

TAXII – Trusted Automated eXchange of Indicator Information (TAXII) is a “set of technical specifications and supporting documentation to enable sharing of actionable cyber threat information across organization and product/service boundaries.” (Connolly et. al, 2012). It allows organizations to share information, and to receive information that comes in a useful format, particularly STIX. Once information is formatted, it can be rapidly shared across networks and organizations can react quickly to the new information.

Structured information such as these languages can help ensure that information flows throughout the information sharing mechanism in appropriate directions (from issuer to recipients) and can facilitate appropriate compartmentalization of information when required. All require a member of the information sharing network to generate, codify, and disseminate the information before it can be used by others (US-CERT, 2016). As we will discuss below, free riders can reduce the value of such networks precisely because they don’t participate in such activities.

c. **Liability protections**: In instances where governments are taking data from industry and providing data to other actors in the same ecosystem, there is a natural reluctance, especially in competitive industries, to provide more information than their competitors, and a desire to avoid regulatory scrutiny when not needed. For that reason, many
companies attempt to provide less information than their competitors, in essence creating a zero-sum paradigm that reduces the value of the information sharing mechanism. For example, in the event of a data breach, a financial institution is likely to be concerned about ensuring they don’t face regulatory fines, civil litigation, or other costly legal processes. (ENISA, 2010)

It is important for regulatory bodies and law enforcement to understand that adversarial action against affected entities amounts to blaming the victim, and instead of improving cybersecurity, is likely to lead to reduced transparency from industry (Nolan, 2015). Policies that foster a recovery-oriented relationship between regulators or law enforcement and the organizations that are subject to them tend to be popular with industry (Peretti, 2014).

In situations where uncertainty about legal liabilities are prevalent, organizations are likely to share less information that relates to successful attacks against their networks, beyond what is required by law. Mechanisms such as safe harbor agreements and the so-called “reverse Miranda” (Carberry, 2016) that provide shelter from adversarial action by governments can help reduce uncertainty about legal liabilities, while mechanisms that ensures protection from publication of data provided under freedom of information rules help organizations clearly understand the extent to which their data will be shared.

d. **Anonymization requirements and techniques:** There are three major threats to industry actors that limit the sharing of information: potential damage to investor confidence, potential damage to market share, and potential benefit to competitors (AFCEA, 2014). Anonymization of data sources helps address and manage each of these three aspects in order to promote the sharing of information. Because automating information sharing and enabling it to happen at lower levels (i.e., without legal department or senior managerial review prior to each instance) is an important factor in adopting and
promoting of sharing, business leaders must have confidence that these issues are handled appropriately within the information sharing mechanism. Governments, on the other hand, face concerns about potential loss of geopolitical positioning, making vulnerabilities known to adversaries, and the revelation of sources and methods of acquiring threat and attack information. Much like industry, the sharing of information should be done at a low-enough level and on an automated, rules-based process when possible. Certain types of data, such as heuristics and signatures related to malware, can have source information anonymized without any loss in the ability to operationalize the data. Other kinds of threat information, such as analyses of sophisticated attacks, may be less useful if completely anonymized.

In the government space, the US Government has produced a process by which states can evaluate the impact of sharing their sensitive data related to vulnerabilities with industry. Data about vulnerabilities discovered by governments likely come from one of three sources: the government’s own research in order to find attack vectors for its own cyber activities, the government’s visibility into attack methods employed by other nations, and intelligence from other sources that the government cultivates to understand the cyber threat space. In all these instances, the information the government collects is likely classified and treated as sensitive, on account of the sources and methods employed in its collection. This inevitably reduces the appetite of governments to share this information without standing orders to share it when possible. The existing Vulnerabilities Equities Process (VEP) and the proposed PATCH Act which proposes to amend the VEP, give governments a structure and guidelines in which to evaluate when to provide information to industry (US House, 2017). However, the policymaker involvement in these processes is likely at too high a level to effectively tackle information of the kind generated about threats and upcoming attacks.
DHS provides some legal protections for protecting information provided by other stakeholders from Freedom of Information Act or other sunshine laws, and is very clear that it does not meet other types of statutory reporting standards (DHS, 2016). Another potential avenue for ensuring anonymization of data provided to threat information sharing networks comes from the Republic of Korea. The Korean Information Security Agency (KISA) has published a nonbinding Guideline for De-identification/Anonymization of Personal Data as part of its privacy guidance for data analytics. In it, KISA establishes practices for all stakeholders to adhere to that remove data about individuals or organizations that is not pertinent to the understanding of the attack while still ensuring that valuable data goes to those who can use it (KISA, 2016).

Industry should have assurances that their information will be treated with appropriate levels of sensitivity from government and other partners. Anonymization is part of the equation, and as we will discuss below, trust networks also help build these assurances. The objective of policy in this regard should be to build sustainable, long term willingness to participate among members, and make participation beneficial to others, to stimulate adoption and drive membership to larger numbers.

One proposed solution to the need for protection of industry partners who provide information to governments is a legal safe harbor for companies which provide information about breaches into their systems or known vulnerabilities in their software. This idea, called the “Reverse Miranda” after the US Miranda Rights, which establish that anything an arrested person says to law enforcement can be used against them in the court of law, would ensure protection from adversarial legal or regulatory action by the government (Carberry, 2016). It remains to be determined whether there is room for protection from civil liabilities under such a concept.
e. **Reducing Free Riders**: The so called “free rider” problem is summarized thusly: “The free rider problem is a market failure that occurs when people take advantage of being able to use a common resource, or collective good, without paying for it, as is the case when citizens of a country utilize public goods without paying their fair share in taxes. The free rider problem only arises in a market in which supply is not diminished by the number of people consuming it and consumption cannot be restricted. Goods and services such as national defense, metropolitan police presence, flood control systems, access to clean water, sanitation infrastructure, libraries and public broadcasting services are able to be obtained through free riding.” (Investopedia, 2017). In the context of cyber threat information sharing, this means organizations will join an information sharing mechanism in order to receive threat information for low costs but will supply little or no of their own threat information to the group. If members of an information sharing mechanism do not contribute relevant information to it, the value of the group is diminished.

Companies that participate actively in information sharing mechanisms see free riders as a problem with the system. As an official from Intel Security Group stated in testimony to the US Congress regarding the US Government’s Cybersecurity Information Sharing Act (CISA): “Every organization benefits from consuming threat intelligence but gains no direct value from providing it unless the right organizational structure and incentives are put in place to eliminate the free rider problem.” (Montgomery, 2017). Solving the free rider issue requires a mix of economic and policy rationales and incentives. According to the International Guide to Combatting Cybercrime (Westby, 2003, p 177), “Businesses must be convinced that their participation is important to identify trends and vulnerabilities, and they must be convinced that there will be more economic benefit from their participation in the information sharing process than the costs of belonging to the ISAC.”

Despite industry hoping to ensure that all members of an information sharing arrangement participate actively, there are likely to always be organizations that consume
data and provide little or no new information to the organization. According to comments made by then-acting Secretary of Homeland Security Elaine Duke, CISA attempts to incentivize information sharing, but in practice the Department of Homeland Security (DHS) expects the number of recipients to always greatly exceed the number of contributors to the arrangement (Duke, 2017).

It is possible that the free-rider problem is less consequential that industry believes. Many organizations that join will not have the maturity to reliably identify the threats they face but may be able to adopt shared information from the group, leading to positive security results that outstrip the in-born abilities of the free rider organization. It is important to understand whether an organization free rides in a mechanism because of a lack of ability to provide meaningful data to the group, or for another reason, such as a fear of negative regulatory or competitive outcomes as a result of sharing. When rationales such as the latter appear, they should be addressed by the mechanism or other policy entities.

**f. Trust networks:** Trust is paramount to the functioning of information sharing regimes, because the information flowing through the members of a group is sensitive and improper disclosure could be damaging to members, action taken on it can have significant impacts on the functioning of an organization, and the introduction of false information can breed distrust of the information sharing regime. As experts from the Mitre Corporation stated, “Sharing sensitive cyber threat data could expose the sharing organization to reputation damage, litigation or worse. Sloppy sharing, for instance, could potentially tip off the adversary and render the resulting analytical products useless.” (Connolly, et. al 2012, p7). It should be assumed that most information sharing regimes start from a position of limited trust, especially when stakeholders are not accustomed to working together on security issues. Designated trust building exercises can help establish and grow trust among members.
With such a premium placed on trustworthiness, how do successful information sharing mechanisms build trust among members? A variety of legal, organizational, and technical considerations are included in existing information sharing organizations to foster trust. The case of a Pakistani Financial Sector CERT is instructive in this regard. The entity was founded as an informal information sharing group in 2014. It was designed with trust building in mind. According to a confidential interview with one of the founding members of the group in relation to this research, its organizers included contractual clauses like non-disclosure and confidentiality agreements which prohibit members from sharing the information beyond the trusted members, organizing the body around working level technical professionals, with a law firm serving as a trusted advisor and anonymizer of data, and storing shared data in a secure fashion on one of the member banks’ infrastructure. Members were made aware of and even contributed to the trust building mechanisms in order to increase participation of member institutions.

There is an inherent difference between the trust mechanisms employed by an industry self-led organization, wherein most or all stakeholders are in similar roles (i.e, banks, manufacturers, retailers, etc.) and government-led, centralized organizations. In industry-led organizations, trust structures need to be primarily horizontal, among peers who must trust each other from taking market advantage based on the information shared in confidence within the organization. Because governments play such an important role in the centralized organizations, trust structures need to be both horizontal as in industry-led groups, and vertical, to include trust that the government will not take adversarial action against a member organization that shares information willingly. As we examine potential structures for international multi-party information sharing, the issue of establishing trust among various stakeholders, including governments and industry, will be an important consideration in evaluating feasible policy options.
As mentioned above, research by Nyswander Thomas suggested that organizations larger than around thirty members begin to have significant challenges in maintaining trustworthiness. This is because organizations have difficulty trusting one another when existing relations between them, or the individuals in them, is not strong. One option for scaling trust relationships and establishing trust early in the relationship is to take a cue from the world of Public Key Infrastructure (PKI), which undergirds trust in internet browsing. In a PKI regime, a few arbiters of trust issue certificates that any entity can get and apply to their website. This enables two key features: the encryption of communications between a visitor and the site, and the assurance for the visitor that the information provided is authentic in its origin. This second feature holds potential interest for the establishment of trust networks at large scale: if entities that do not regularly communicate can establish the trust conditions of the information they share then the information will be of higher value to the receiving organization. On a global scale, this can be done by leveraging existing trusted interlocutors (such as members of FIRST, for example) to be the national or sector-specific certifiers of new entrants to an information sharing regime. In this way, members of the regime can share information broadly, because all users have been authenticated by the arbiters of trust. It offers a major comparative advantage to relying on a hub-and-spoke information sharing model, such as a link between two centralizing, government-led, sharing regimes: information can go across a broad network very quickly, enabling rapid adoption of shared information in response to global threats.

**Existing Inter-State Trust Mechanisms:** There are a variety of mechanisms for governments to share information about cyber threats as well as conduct policy coordination and capacity building in effect around the world. While some ISACs share information among a multinational membership, most information sharing involving industry still occurs at the national level.

a. The Forum of Incident Response and Security Teams (FIRST) is a global organization that brings together both national and sectoral CERTs to share
technical information at the working level. It also conducts capacity building and training for teams in order to raise the level of the dialogue and improve information sharing between teams (FIRST, 2017). FIRST serves as a guarantor of trust – only approved organizations can participate in the work and FIRST maintains a list of the organizations and points of contact to facilitate exchanges. This means that a CERT in a given country can contact the CERT in a far distant country with a pre-established minimal level of trust: they are both deemed to be competent authorities by FIRST. From this baseline level, organizations can build trust and begin to share information more freely. While this level of inter-CERT information sharing can be crucial during or immediately after an attack, the highly technical nature of FIRST’s members means that high level policymakers are less likely to participate in the organization’s activities. This can limit the applicability of the trust established at the working level, as policymakers may retreat to more insular positions during a high-level attack that would capture their attention.

b. The United Nations Group of Governmental Experts on Developments in the Field of Information and Telecommunications in the Context of International Security (UNGGE) has convened five times since 2010. The UNGGE has explored issues such as the applicability of international law to cyber space (2013) and norms for responsible state behavior in cyberspace (2015). As part of its report in 2015, it addressed trust and recommended that States consider voluntary confidence building measures which included the sharing of “vulnerabilities and harmful hidden functions in ICT products.” While the group did not reach a consensus on its 2017 report, which would likely have explored ways to implement the norms adopted in 2015, trust building between states was an area with reportedly high levels on agreement between the 25 states (including all permanent members of the Security Council) that make up the group. As the most visible international body working on reduction of conflict between states, the UNGGE is well suited
to provide mechanisms for enhancing trust between states, provided there is consensus among its members. Trust at this high political level can help ensure acceptance of threat- or attack-related information provided by one state to others, as well as facilitate the cooperation and information sharing at the working level, by setting a precedent and top-down approval for sharing between two organizations.

c. The Organization for Security Cooperation in Europe (OSCE) has taken on the creation of confidence building between states to promote information sharing and reduction of armed conflict in cyberspace. Their Confidence Building Measures (CBMs) seek to address the trust deficit among their members, which have specific geopolitical challenges to consider. While the measures are entirely voluntary – a needed measure given the sensitivities around some countries’ national network security postures and the uneven determinations among states about what can or should be made public – the CBMs are an important first step in building a framework for reducing the likelihood that cyber conflict escalates and becomes kinetic. Among the CBMs adopted by OSCE Member States in 2016 is the opportunity to create an information sharing platform: “Participating States will, on a voluntary basis, will encourage, facilitate and/or participate in regional and sub regional collaboration between legally-authorized authorities responsible for securing critical infrastructures to discuss opportunities and address challenge to national as well as trans-border ICT networks, upon which such critical infrastructure relies. Collaboration may, inter alia, include:

- Sharing information on ICT threats;
- Exchanging best practices;
- Developing, where appropriate, shared responses to common challenges including crisis management procedures in case of widespread or transnational disruption of ICT-enabled critical infrastructure;
• Adopting voluntary national arrangements to classify ICT incidents in terms of the scale and seriousness of the incident;

• Sharing national views of categories of ICT-enabled infrastructure States consider critical.” (OSCE, 2016)

d. In the Latin America region, the Organization of American States (OAS) has focused its work on capacity building using a variety of stakeholders from within the region and from farther afield. The OAS carries significant regional respect and is generally perceived as a reliable and neutral partner. It has the connections in each member country that help enable the collection of information and ground truth that its partners, including the International Telecommunication Union (ITU), the Global Forum on Cyber Expertise and the Global Cyber Security Capacity Centre at Oxford University, as well as industry stakeholders, can use to engage on capacity building issues. This can include legislative and policy reviews as well as technical activities. By consolidating the activities in the region, the OAS can also help build the bilateral relationships that can lead to informal information sharing. However, given its chronically tight financial conditions and lack of a clear mandate on information sharing, the OAS is not well positioned to actively coordinate information sharing between its member countries. Instead, it can serve to raise awareness of the need for such a mechanism and provide some of the fundamental trust for other entities to gain traction in their activities with the member states.

e. In the Southeast Asian region, the Singaporean government has made a priority of applying the 2015 UNGGE cyber norms, especially as relates to the sharing of information. During its 2018 leadership of the ASEAN group, the Singaporean government intends to make cybersecurity a priority, and to build on existing work streams in the region. This is likely to ultimately lead to trust and capacity to share cybersecurity information between members of the region at a working level. While Singapore continues to lead the region in technical capabilities, its
leadership is concerned with ensuring the stability of the regional cyberspace, and in building a common security terminology and conceptual framework that the members of ASEAN can use to enable further collaborative cybersecurity work, including information sharing. According to a report written for the Singaporean government, cooperative information exchange is seen as a workable and desirable outcome for Singapore and the ASEAN region. The vision laid out by Singapore is likely to include stakeholders from a variety of sectors in the ASEAN Regional Forum (ARF), which includes non-ASEAN members like the United States, the People’s Republic of China, India, and the European Union. The report states: “For an ARF-based information sharing mechanism to succeed, it should be built from the beginning as an open environment that can receive and transmit information to all relevant parties, while ensuring quality and rapid dissemination of information. This would help ensure that the entire region has the opportunity to collaborate and benefit from improved cyber hygiene at all levels of the region’s economies.” (Access Partnership, 2017).

f. The European Union represents an interesting scenario because cybersecurity information sharing in the region occurs between the member states and some centralized institutions such as ENISA, as well as at the national level, between the stakeholders each nation deems qualified to participate. For example, when ENISA surveyed cybersecurity information sharing in the European energy sector, they found that a combination of CERTs and CSIRTs, ISACs, and organic information sharing initiatives were in operation. The report identifies the need for collaborative consideration, stating “Energy security issues are often addressed only at the Member State level, maintaining for example a national focus only, without taking into account the complexity of the interdependence of Member States in multiple aspects of the energy area, including cyber security.”

---

4 N.B. The author of this paper also wrote the paper on cybersecurity norms for Southeast Asia, under the guidance of an industry coalition and the Cyber Security Agency of Singapore.
(ENISA, 2017). As a result, information is unequally shared within affected entities in the various member states. ENISA recommended in their report the creation of public-private partnerships for information sharing and found that “Trust is a key component of information sharing” that the member states should focus on.

While ENISA stop short of providing recommendations on how to build trust, they key in on its importance and a few paths to building trust between organizations. In the conclusion of the report, ENISA writes that “To build trust, information sharing organizations use tools and practices. Moreover, elements such as the size of the organization and the setting of the meetings (informal meetings, conferences, calls, trainings) could have an impact on the trust too.” (ENISA, 2017 p 44).

Beyond trust, one additional obstacle facing Europe is the wide variety of organizations that may be involved in detecting or responding to a cybersecurity event. As one commentator writes: "Despite the flurry of policy work, it is still unclear how Europe would respond in the event of a major cyber incident disrupting the bloc’s critical infrastructure. Suspected election meddling in France and the Netherlands went unanswered. Even if the EU did respond, it is unclear which of the alphabet soup organizations would be involved in the response (e.g. ENISA, the EEAS, EUROPOL, EDA, the Council of the EU), and how they would coordinate with organizations in the member states affected and NATO.” (Bendiek, 2017).

g. Bilateral and multilateral arrangements among states and between states and other stakeholders have become another area of trust building efforts. For example, in 2016 the United States and Japan had explored an information sharing regime similar to the CISA mechanism in the United States. While this is presently on hold due to political changes and updated priorities, it was acknowledged by US DHS and Japanese Ministry of Internal Affairs and Communications (MIC) that trust building was an important element of any final arrangement.
Likewise, the 2015 deal between China and the United States to confine cyber espionage to intelligence, and not commercial, targets continues to suffer from low levels of trust on both sides of the arrangement. So long as trust remains a scarce commodity on both sides, information sharing is unlikely to occur. Beyond the headlines of the September 2015 cyber espionage agreement between the two countries, there has been a slowly building process to establish and operationalize trust. The First US-China Law Enforcement and Cybersecurity Dialogue, held in October 2017 is the product of that. Inevitably, cybersecurity was among the top issues discussed during the summit, and the outcome of the event included a commitment from both countries “to improve cooperation with each other on cybercrime, including sharing cybercrime-related leads and information [...] Both sides will continue to cooperate on network protection, including maintaining and enhancing cybersecurity information sharing, as well as considering future efforts on cybersecurity of critical infrastructure.” (DHS 2017).

However, when geopolitical pressures compel states to cooperate, as in the case of the Australia, India, Japan and US quadrilateral arrangement (Pant 2017), information sharing may occur even in the absence of longstanding trust relationships. While the quatrilateral arrangement is primarily tied to maritime defense interaction, cybersecurity is a likely area for the countries to also collaborate, given the importance of the cyber arena to all members, and to the increasing likelihood that a kinetic conflict in the region would have a substantive cyberattack component (Applegate, 2013).

Perhaps the ability for members to share information in a situation where trust is established is manifested best of all in the Five Eyes Group. This group, which consists of the intelligence agencies of Australia, Canada, New Zealand, the United
Kingdom and the United States of America, has a nearly eight-decade history of intelligence information sharing. As the common threats among the members evolved, so did the information shared, and the platforms on which sharing occurs (Tossini, 2017). This has evolved to include cybersecurity threat information of high sensitivity, particularly that derived from electronic espionage (SIGINT). The agencies responsible for SIGINT in the Five Eyes countries are also generally the most advanced cyber actors in those nations, for the reason that they are attuned to overcoming their adversaries’ defenses and protecting some of their countries’ most sensitive networks. Some military experts have even advocated an intelligence-led process for disseminating intelligence to non-intelligence customers, in order “to enable real-time responses, counter disabling cyber threats like the recent “Wanna Cry” ransomware attack and overcome adversaries’ use of encryption.” (Alsup, 2017). There are, as Alsup further points out, significant human rights and civil liberties considerations to be made in enabling a military or intelligence agency to be responsible for dissemination of intelligence to broad audiences, and these would need to be addressed in order for a Five Eyes-led information sharing regime.

In this chapter, we have looked at various types of information sharing regimes, determining that there are generally conformities in the types of data shared within a regime (intelligence about concrete attacks, indicators of compromise, and threat indicators) and that data shared requires rules regarding its handling: anonymization of personally identifiable information, confidentiality of sensitive information, etc. As global Internet penetration grows, so will the attack surfaces that defenders will need to protect, and the amount of information that defenders will have available to facilitate their defenses.
Informal information sharing regimes, a longstanding practice, have trouble scaling and adapting to change. More formal regimes, like the United States’ CISA, can take human relationships out of the equation by automating the process entirely. Other options include using the government as an organizer, or as a centralizer of information, having industry organize itself to share information internally and with select external partners, and international coordination and relationship building to promote sharing.

Policymakers can support these information sharing mechanisms via a variety of platforms, which may include: capacity building, creation of standardized lexicons to enable mutual understanding like the CVE, TAXII, and STIX languages, protecting the entities that share information from adversarial regulatory action or civil liabilities, anonymization of sensitive data, and reducing the impact of free riders in the system. One of the most challenging policy objectives appears to be the building of trust among participants.
Chapter IV: Case Study: progressive information sharing regimes in the US

A brief history of cybersecurity information sharing policies in the United States

The United States has enacted more cyber information sharing agreements than any other country (Hitchens and Goren, 2017, p 9), and has piloted several domestic policies to foster sharing as well, particularly within government and toward the private sector. A patchwork of 7 policies set out over twenty years (between 1998 and 2017) capture the main thrust of the United States’ domestic cyber information sharing regime. In this chapter, we will examine these policies and attempt to determine whether a trend emerges over time in terms of the types of information being shared and the actors involved in the sharing regime.

PPD-63: ISACs: Presidential Policy Directive 63, signed on 22 May 1998, was a response to nascent threats in cyberspace, particularly against critical infrastructure in both government and private hands. With PPD-63, the US Government set out to create a public-private partnership that would permit the bidirectional flow of information, create sector-specific leaders within government for consolidating and focusing the information flow and contain expertise, all without having law-enforcement or regulatory authorities or responsibilities (White House, 1998). The PPD covered fifteen critical sectors or functions, and assigned eight agencies to take the lead in cyber threat information sharing coordination:

<table>
<thead>
<tr>
<th>Agency</th>
<th>Critical sector or function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Department of Commerce</td>
<td>Information and communications</td>
</tr>
<tr>
<td>Treasury</td>
<td>Banking and finance</td>
</tr>
<tr>
<td>Environmental Protection Agency</td>
<td>Water supply</td>
</tr>
<tr>
<td>Department of Transportation</td>
<td>Aviation</td>
</tr>
<tr>
<td></td>
<td>Highways (including trucking and intelligent transportation systems)</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Sector</th>
<th>Agency/Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mass Transit</td>
<td>Mass Transit</td>
</tr>
<tr>
<td>Railways</td>
<td>Railways</td>
</tr>
<tr>
<td>Pipelines</td>
<td>Pipelines</td>
</tr>
<tr>
<td>Waterborne Commerce</td>
<td>Waterborne Commerce</td>
</tr>
<tr>
<td>Department of Justice/Federal Bureau of Investigation</td>
<td>Emergency law enforcement services</td>
</tr>
<tr>
<td>Federal Emergency Management</td>
<td>Emergency fire service</td>
</tr>
<tr>
<td>Administration (FEMA)</td>
<td>Continuity of government services</td>
</tr>
<tr>
<td>Department of Health and Human Services</td>
<td>Public health services, including prevention, surveillance, laboratory services and personal health services</td>
</tr>
<tr>
<td>Department of Energy</td>
<td>Electric Power</td>
</tr>
<tr>
<td></td>
<td>Oil and gas production and storage</td>
</tr>
</tbody>
</table>

*Figure 1: Sector-specific agencies as defined by PPD-63, 1998.*

Industry appeared to accept the ISACs and contribute to their functioning. Each of the 21-sector-specific ISACs in the National Council of ISACs was formed by 2005, and several were formed as early as 1999, only months after the policy directive was signed into effect (National Council of ISACs, 2017). PPD-63 also created special roles for law enforcement and intelligence agencies, which could share select information into the ISACs via the sector specific agencies.

**Comprehensive National Cyber Initiative:** The Comprehensive National Cyber Initiative (CNCI) was created by the George W. Bush administration in a classified homeland security policy directive (HSPD-23), and was described in greater detail in the Obama administration under Presidential Policy Directive 20. In essence, the CNCI seeks to improve the collection of cybersecurity threat information among the various executive branch departments, and analyze is via resources at the Department of Homeland
Security and the US-CERT (Aitoro, 2009). The 2009 review of the CNCI by the Obama White House led to a policy objective of sharing “network vulnerabilities, threats, and events within the Federal Government – and ultimately with state, local, and tribal governments and private sector partners.” (National Archives, 2017). PPD-20 formed an important part of Obama-era policy in regards to cyber operations of both defensive and offensive nature (Nakashima, 2012). The decision to include information sharing in this framework indicates the importance that the administration placed on private sector participation in critical infrastructure defense. Logistical arrangements such as processing clearances and storage instructions for classified material sent to state, local, and tribal governments were discussed in the unclassified Executive Order 13,549 of August 2010 (National Archives, 2010).

**EO 13,636 of 2013:** In February 2013, the White House issued Executive Order 13,636, also called “Improving Critical Infrastructure Cybersecurity.” The policy, as the name suggests, is aimed primarily at critical infrastructure, defined in the order as “systems and assets, whether physical or virtual, so vital to the United States that the incapacity or destruction of such systems and assets would have a debilitating impact on security, national economic security, national public health or safety, or any combination of those matters.” (White House, 2013). The order instructed the Department of Homeland Security to share more information and new kinds of information with the owners and operators of this infrastructure. It also expanded the Enhanced Cybersecurity Services program that was created in the Comprehensive National Cyber Initiative to cover all critical infrastructure companies and service providers offering security services to critical infrastructure. It made those working in the security of critical infrastructure eligible for security clearances in order to have access to classified material related to threats they may be facing, but did not liberalize the declassification of information or the transference of information to overseas partners. Incidentally, the order also began
the process of creating the National Institute of Standards and Technology (NIST) cybersecurity framework.

**EO 13,691 of 2015:** Executive Order 13,691, signed by President Obama on 13 February 2015, was titled “Promoting Private Sector Cybersecurity Information Sharing,” and sought to ensure national security against cyber threats by enabling the sharing of actionable information between various entities. A noteworthy development in this executive order was the broader inclusion of “private companies, nonprofit organizations, and executive departments and agencies” (National Archive, 2015) as opposed to only those entities involved in critical infrastructure. The order also stressed the voluntary nature of information sharing under US policy, as well as the need for trust building between entities in the information sharing regime. It establishes the framework for the federal government to promote the creation of, and partner with Information Sharing and Analysis Organizations (ISAOs), and for the National Cybersecurity and Communications Integration Center (NCCIC) to coordinate and share information with the ISAOs on defensive measures, threats, and risks. This order clearly had broad information sharing in mind, and the ISAO structure was meant to facilitate this new breadth, which would ultimately include many stakeholders who were unaccustomed to participating in information sharing mechanisms like the one proposed by the order. According to the White House press release, “An ISAO could be a not-for-profit community, a membership organization, or a single company facilitating sharing among its customers or partners.” (White House, 2015)

**CISA:** Perhaps the most widely discussed threat intelligence sharing platform developed to date, the Cybersecurity Information Sharing Act (CISA) of 2015 also sets out the definitions for “cyber threat indicator” and “defensive measures” which have been adopted by both government and private sector stakeholders to facilitate a common lexicon supporting information sharing (US GPO, 2016). It also prioritizes “timely sharing”
including “in real time” of information between and among various stakeholder groups, including classified information. This has supported the adoption of the STIX and TAXII automated threat indicator languages mentioned above. Fitting for a law that would promote massive information sharing, it does require anonymization of personally identifiable information and permits the operationalization of threat information shared to government or law enforcement. While industry was initially divided in its support of CISA, some sectors, such as the financial services sector, have seen CISA’s automated information sharing mechanism as a way of helping industry protect itself from critical threats, including hostile nation states (SIFMA, 2015). CISA’s automated, voluntary, and multi-directional model was the template for DHS-led talks with India and Japan about extending multistakeholder automated information sharing to those nations’ governments and industry as well (DHS, 2016), and the May 2017 announcement by the Japanese government and DHS to enact government to government automated information sharing (Iasiello, 2017). While enrollment of private industry actors has been somewhat lagging behind expectations, according to the President of a Washington, DC-based cybersecurity trade association interviewed for this work, it has provided a useful mechanism for those entities which have joined.

PPD-41: Presidential Policy Directive 41 (PPD-41) was signed into effect in July 2016 and sought to streamline the government’s approach to assisting affected industry actors in the response and recovery portions of the NIST cybersecurity cycle5. It argues that protecting critical information infrastructure is the responsibility of government and industry, and therefore, more cooperation between industry and government in protecting critical infrastructure is warranted. While still voluntary in nature, it anticipates a greater level of government interaction with affected entities, including collection of evidence, conducting attribution, and acting in response to the threat based on

5 The NIST Cybersecurity reference tool includes five functions for the cybersecurity process: Identify, Protect, Detect, Respond, and Recover (NIST, 2014)
information provided by industry (National Archives, 2016). It establishes the Department of Homeland Security as the primary point of contact for most of industry, except those covered by sector-specific agencies. This is meant to empower industry-government exchanges on the grounds that a single government point of contact will be less intrusive to a business in the midst of a recovery from an attack, and that such a singular point of contact could better leverage other government resources to aid the industry actor. It also replaced the CNCI’s National Cyber Response Coordination Group with a Cyber Response Group (CRG) to support the National Security Council, to coordinate government strategy for cyber-attacks. Under PPD-41, even foreign domiciled companies with significant presence or digital infrastructure in the US would be eligible for assistance from the US Government.

**Vulnerabilities Equities Process:** The US Government, in support of its offensive and defensive cyber missions, finds vulnerabilities in networked hardware and software. Some of these vulnerabilities have intelligence and military applications that make them attractive to conceal from all other organizations, but others pose significant risk to national security and should be shared with the creator of the affected product, or other organizations, so that a patch or other repair can be implemented. Some industry actors, such as Microsoft have criticized governments like the United States for stockpiling these vulnerabilities, which they believe endangers the security of the Internet overall, especially when hackers and criminals find and weaponized the tools built by intelligence services to exploit those vulnerabilities (Smith, 2017). The mechanism by which the US Government determines which vulnerabilities to disclose, and to which organizations to disclose them to, is called the Vulnerabilities Equities Process (VEP). In November 2017, the White House made public its revisions to the VEP (White House, 2017). The reform demonstrates the shift in the kinds of data being shared by government to industry, away from actions of hostile foreign entities and towards the structural vulnerabilities in information and communications technology (ICT) systems themselves. While some
worry about the lack of legal codification for the 2017 amendments to VEP, the advance in transparency and apparent refocus in favor of sharing vulnerabilities with industry have been praised (Newman, 2017). While the revised VEP doesn’t indicate whether vulnerabilities in foreign companies’ products are included in the VEP process, there are no prohibitions on it, and the focus on potential harm to US business is likely to lead decision makers to err in favor of releasing vulnerabilities to industry, regardless of where it may be domiciled.

Charting the progress of United States federal government information sharing regimes over time:

Based on these 7 major policy developments, we can attempt to chart how information sharing has transitioned over time, particularly in relation to the direction of information flow. Each of the policies discussed above enables sharing of information on at least one of the following planes:

- Government-to-government
- Government-to-industry
- Industry-to-government
- US Government-to-foreign entities (government and industry)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>PPD-63 (1998)</td>
<td>Yes</td>
<td>Yes, for critical infrastructure only</td>
<td>Yes, for critical infrastructure only</td>
<td>No</td>
</tr>
<tr>
<td>CNCI (2008)</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>E.O. 13,636 (2013)</td>
<td>No</td>
<td>Yes, for critical infrastructure only</td>
<td>Yes, for critical infrastructure only</td>
<td>No</td>
</tr>
<tr>
<td>E.O. 13,691 (2015)</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>CISA (2015)</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Can be scaled to include foreign entities, in industry or government.</td>
</tr>
<tr>
<td>PPD-41 (2016)</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>VEP (2017)</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Figure 2: Major US cybersecurity threat information sharing policies, 1998-2017
Looking at them side-by-side, it is clear that over time, the information sharing policies enacted in the United States have scaled to include information sharing between larger numbers of actors, even as developments such as automated sharing, anonymization, and declassification under CISA have added to the frequency and velocity of sharing within the network. This tracks with the arc described by Broggi (2014), although that analysis did not have the benefit of witnessing the continued expansion of information sharing laid out in the policy developments from 2015 onward.

As a model for developing a national cybersecurity information sharing regime, this arc can be described as the following steps:

1) An initial patchwork of legislation requiring information security sharing as a mandate for protection of key federal and closely-linked private networks, as was the case in the US prior to CNCI in 2008. The information shared at this level is generally restricted to concrete attack information and some kinds of threat indicators.

2) A period of getting the government’s house in order, via harmonization of authorities and responsibilities throughout the federal government, with outreach to regional governments, as laid out in CNCI. During this phase, the information shared is still generally focused on threat indicators and intelligence analysis.

3) Extending the protection of government to critical infrastructure and learning how to manage inputs from non-governmental stakeholders, as in Executive Order 13,636. This works particularly well for specific threats and existing attacks, but may have difficulty in scaling to a comprehensive preventative program.

4) Growing the information sharing mechanisms from critical infrastructure to other non-governmental stakeholders more broadly, as in Executive Order 13,691. At this level, intelligence analysis about ongoing threats and technical information about existing attacks are prevalent forms of shared information.

5) Automating and speeding up the sharing of technical data such as threat indicators, and facilitating increased, omnidirectional, sharing by non-governmental stakeholders as was done with CISA. The breadth of information sharing at this level requires the data to be
primarily technical, framed in a way that can be automatically understood by machines with little or no human interaction, and is therefore better suited to threat indicators that can feed heuristic detection tools than complex analysis products.

6) Government becomes more active in sharing vulnerabilities and responding to attacks on industry actors, based on stable long-term relationships and issue-specific in person exchanges as in PPD-41 and VEP.
Chapter V: Policy framework for international data sharing

In this chapter, we will examine the considerations for information sharing mechanisms as described above and begin to propose a framework to enable a large-scale information sharing network that could involve participants from various stakeholder groups. We will examine what are likely key factors that drive the architecture of an information sharing regime and attempt to provide policy options that would enable a scalable, multi-stakeholder, information sharing arrangement. Such an arrangement could provide a rapid, global response to new threats, lowering the attractiveness of cyberattack, especially for financial motivation. While certain countries’ legal regimes make information sharing more difficult, the attractiveness of such a sharing network, coupled with strong anonymization and data protection rules, could be persuasive enough to make some governments consider legal workarounds for the obstacles they would currently face in this regard.

Types of international cyber threat information sharing regimes:

Governments have built a variety of models for sharing cyber threat information, and industry has participated in a small but growing number as well. In this chapter, we will look at the types of sharing regimes that exist and could serve as models as well as proposals for new regimes, with a focus on bilateral and multilateral arrangements, which are the predominant type of agreement in play today, although some agreements between states and foreign companies have come about, such as in the case of Huawei’s agreement with the Spanish National Institute of Cyber Security (INCIBE) (Huawei, 2016). In general, information sharing arrangements are considered the most general type of agreement between states, and “ranging from high-level political agreements to agency-to agency agreements to share a broad, or vague, scope of information regarding cybersecurity” (Hitchens and Goren, 2017). Such agreements, especially of the high-level political variety, are often touted in press releases and similar statements, but the quality, conditions, frequency, and type of information being shared is often not disclosed to the public. Some of these exist at the working level, such as relationships between CERTs, while others are the domain of senior levels of government.
Additionally, such working-level interactions can be stymied by more high-level political activities. For example, according to one official from a national CERT interviewed for this work but speaking off the record due to the sensitivities of his profession, international sanctions against a given country have made it difficult for his country’s CERT to share information with the sanctioned country’s CERT, even though traffic analysis demonstrates that both countries are experiencing similar threats.

International agreements that involve companies, especially national champions, and other governments, like the above-mentioned Huawei-INCIBE agreement, are also prone to political externalities. It is not difficult to imagine a situation where a government official in the national champion’s home country could exert pressure on the national champion to reign in the information sharing program, not report on the home country’s activities, or to provide the information to the home country’s intelligence or cyber defense services. These weaknesses may reduce the viability of such agreements, unless political relations between the countries are stable.

**Policy Considerations for constructing cybersecurity threat information sharing platforms:**

In establishing a policy framework for cybersecurity threat information sharing mechanisms, a variety of considerations have to be made and agreed upon by the initial members of the sharing organization. Complicating this, analysis of the efficacy of each potential model is hampered by the overall lack of transparency into the information sharing regimes once they are launched, as discussed above. In addition, some decisions will likely be made on political grounds out of necessity rather than in the interest of an ideal architecture for the sharing regime. In short, cybersecurity threat information sharing arrangements are stubbornly resistant to data-driven policymaking. However, there are, based on the results of Chapter II above, indications of what elements of a sharing regime are attractive to stakeholders, and which we can distill into essential policy elements for successful large-scale information sharing mechanisms.

a. **Providing for the administration of the arrangement:** One important consideration is whether an information sharing organization requires any permanent structure to operate. If an
arrangement is being reached between two entities on a bilateral basis, or by a relatively small group of actors, then the agreement may not require significant administration, and can be handled via the dissemination of memorandum or technical documentation on a manual basis. The operation of an automated exchange, such as CISA, appears to require caretakers for the languages in use, infrastructure for the rapid and massive dissemination of the data, and infrastructure on the receiving end to operationalize it in that organization’s systems. While CISA found a home in the US DHS, which manages the US Government’s information sharing programs, other proposals have called for an Intergovernmental Organization to lead on collecting and disseminating information. For example, a proposal from the Arab States to the World Telecommunications Development Conference 2017 to amend the International Telecommunication Union’s Development Sector (ITU-D)’s Resolution 69 would have seen the ITU take on a role in coordinating the sharing of information between CERTs worldwide (ITU, 2017). Likewise, the knowledge sharing arrangement under the Global Forum for Cyber Expertise (GFCE) utilizes a very small secretariat for administrative and logistical issues. The funding for the secretariat has come from the Dutch government (GFCE, 2017). Additionally, in order to be truly scalable, is must be possible to admit new members to the group on a regular basis – the applications for membership can be managed by the secretariat, even if the decision-making authority rests with the members. If an information sharing group were focused on a single kind of data, it may require less infrastructure and administration that one that looked at multiple kinds of data sharing.

A massive-scalable multistakeholder international threat information sharing mechanism would almost certainly require an administrative body to help facilitate collection and sharing of knowledge, validating membership, organizing meetings, and maintaining information systems.

b. **Determining the objectives for sharing**: There may be many reasons why a given entity would want to share information on cyber threats with another. These may include mutual defense, assistance in response, recovery, and collection of information related to attribution of attacks,
and de-escalation of high profile attacks that meet certain political thresholds. Collaboration in defense is a fairly straightforward concept in both physical and virtual conflict, but in the virtual world it is complicated by the difficulties around attribution, which make identifying allies and adversaries somewhat more complex. In many cases, collaborative defense is linked to short-term objectives (for example, taking down a single botnet) rather than long-term ones. For example, the North Atlantic Treaty Organization (NATO) has had difficulty in explaining what constitutes an attack of the level which would trigger the group’s collaborative defense mechanisms, despite the relative clarity with which the group lived for decades both during and after the Cold War.

In an arrangement like CISA, for example, the information sharing is geared towards technical information which any member can identify, and all members can adopt to secure their systems. In this case, the objective is mutual defense, but in a less active sense than military collaborative defense, in which an attack on one organization is seen by all as an attack on all, prompting retaliation by all. However, CISA-style amount to, in essence, defenders “circling the wagons” and may not work well for so-called “active defense” measures such as hacking-back (Wolff, 2017).

The topic of de-escalation of attacks or averting the escalation of high-level political pressures that could raise the consequences of a cyber-attack and lead to instability and even generate kinetic conflict, was a key theme of the chair of the 2016-2017 UNGGE. According to a diplomat interviewed during the research for this paper, this work would have included the development of processes for states to implement that would facilitate information sharing by adopting a common linguistic framework for the communication of cyber-attacks under way, and of allowing states to explain their involvement or lack thereof in the attack in question. Despite the popularity of these measures with most members of the group, they were not adopted by the group, as the UNGGE did not reach a consensus on its work during that cycle, meaning that no outputs from the group were made public.
A global information sharing network would likely need to start with automated threat indicators, a common lexicon for cyber events, and adopt templates for responding to and de-escalating incidents.

c. **Views of other stakeholders in the nature of the sharing arrangement**: Inevitably, an information sharing agreement that is made public (either by design or by discovery by a third party) is judged by third parties. When that happens, some stakeholders in the international community may view an agreement with suspicion: for example, a rising regional power may be alarmed by the creation of an information sharing agreement in its region that involves a global superpower and intentionally excludes the regional power.

Likewise, in the global multistakeholder community in which Internet governance issues including cybersecurity are discussed, industry and civil society actors may provide their perspectives on various information sharing regimes. Microsoft, for example, provides two good examples of how this can be done. The first is the company’s publication of additional international norms for responsible state and industry behavior (McKay et. al, 2014), and the second, called the Digital Geneva Convention (Smith, 2017), laid out the company’s views for collaboration on achieving nonproliferation of cyber weapons, reducing vulnerability stockpiles by governments, sharing information to enable attribution, and limiting offensive cyber activities, among other issues.

As noted by Hitchens and Goren (2017, p5), the details of many international cybersecurity information sharing agreements, particularly between states, are not made public. This hinders research and the development of metrics on the types of information being shared. However, the existence of such arrangements is often made public, likely for political reasons. On the contrary, the existence and functioning of public-private regimes, especially on the domestic level, are typically enshrined in law, and therefore public. Regardless, there is scant detail about the kind
and quantity of data shared and the ways it is used. Making such agreements a matter of public record would serve to enable researchers to better understand the impacts of threat information sharing agreements, but also would help organizations looking to construct or join such arrangements have a better idea of the normative elements of such regimes, to help streamline the process of building them and maximize the outcomes.

Additionally, when there are concerns or objections by many in the international community to the actions of a member of the information sharing agreement, it may lead to negative perceptions by third parties about the tolerance for such actions by the other members of the group. For example, if a state that was under UN sanctions for human rights abuses were to join a regional information sharing group, the other members may be seen as condoning that country’s abuses. Conversely, there may be times when sharing threat information, even in spite of the pariah states’ position, is more important to international stability.

Clarity in the existence, purpose, and activities of a group should be clearly articulated, especially for a massive group seeking new membership. Membership by organizations which may be objectionable to others should be carefully considered and guidelines adopted by the group to guide such decisions.

d. **Securing shared data against malicious use:** As we have discussed above, building an information sharing network requires the establishment of trust between the members. One of the challenges to generating a flow of useful information in a voluntary information sharing regime is the concern by any information provider that their information may be used in ways they do not have control over. Simply put, many businesses are hesitant to provide information to the government, for fear of adversarial regulatory action or potential loss in competitive position based on information made public. Likewise, governments often do not feel that their sensitive data would be safeguarded by industry actors. As we have discussed above, trust remains a critical issue for enabling a productive information sharing environment. Additionally, building mechanisms to
protect the data shared, especially when it involves critical vulnerabilities that could still be exploited by malicious actors, is an important part of building an environment that engenders trust among members. Information that can be used in a malicious way should be stored in such a way that only credentialed and authenticated members of the sharing organization can access it. It is worth considering that an important counterintelligence component to an offensive cyber operation would include attempting to determine if an adversary had detected the ongoing attack – if the offensive cyber actor had access to the target’s information sharing platform, it could potentially see whether the target had been alerted to the attack vector, vulnerability, or other elements that may make an attack less likely to succeed.

There are a variety of elements to providing reasonable protection for the data. They include technical means like encryption, authentication of users on the network, and monitoring of traffic on the information sharing network, as well as administrative ones such as sanctions against members who violate the group’s data protection policies. The adoption of technical standards related to these elements will help ensure its practices are harmonized with other organizations. It is also important that the organization be aware of the types of data in the network, and the different levels of sensitivity each type has, in order to secure them appropriately.

In order to share information across a large-scale information sharing network on a rapid enough basis to ensure the information can be operationalized and impact the security of members’ networks, any new system is likely to take a play from the CISA handbook and seek a set of structured languages that will facilitate automatic sharing and implementation. While the languages commonly associated with CISA (STIX and TAXII) are the most well-known, there may be other use cases where additional linguistic structures make sense. While officials at many organizations that implemented CISA appear happy with the results in terms of the increased rapidity of implementing new threat information to their systems, one official from a global top-ten ICT company, speaking anonymously at a US National Cybersecurity Center of Excellence (US
NCCoE meeting in June 2017 stated that industry hopes to achieve adoption timelines under ten seconds as a new goal, to ensure timeliness in the face of new, faster-spreading attacks.

Anonymization of data provided within the network is also an important aspect of ensuring data is not improperly used. By ensuring that the data provided by a member is anonymized before going to the group, ideally as an automatic function of the sharing network’s information system, it reduces the likelihood that another actor would be able to operationalize the data against the entity that shared it. For example, if a bank were to share information that revealed a vulnerability in its systems or a breach of data, its competitors could use the information to gain market share. Anonymized data would be more difficult to operationalize.

*A large-scale information sharing mechanism should anonymize data automatically before sending it to the membership in order to reduce the risk of sharing. Data in the information sharing network should be safeguarded via a variety of technical and administrative mechanisms. The data should be classified for its level of sensitivity, with the most sensitive information receiving the most protection.*

**e. Trust mechanisms:** As has been discussed throughout this paper, trust is an essential element of an information sharing regime. Research by Nyswander Thomas concluded that there is an upper limit of about thirty entities in a sharing mechanism to ensure trust among members. Indeed, absent exigent circumstances, it is the glue that holds together information sharing arrangements. In order to build trust, organizations in an information sharing agreement should work on establishing and adhering to confidence-building measures and capacity building programs that encourage interaction and build trust. Trust that the information in the network is reliable, that the other organizations in the group will be responsible in their application of it, and that the mechanism safeguards information will be a major determinant in the success of such an arrangement.
Likewise, mechanisms like the confidence building measures and a PKI-style authoritative trust should be explored to determine how to iteratively build trust. As trust and confidence in the mechanism and the membership grows, members are more likely to consider sharing more and new kinds of data, which would increase the utility of such a network.

Another option would be to explore a network-of-networks approach, wherein members in a given subnetwork or node share specific risk concerns and industry familiarity with each other, and which are represented in the larger network by focal point institutions such as the ISACs and national bodies like CERTs, which could serve as gateways between each other and their constituent members. In this case, the interconnecting bodies (such as CERTs and ISACs) would be the arbiters of trustworthiness for information coming from the group, and would accept the information coming from other such arbiters and broadcast it to their subnetwork.

*Trust should be built via a combination of CBMs and technical measures, to ensure all members are confident in the activities in the group. In a truly massive-scale information sharing arrangement, establishing rapid ways of sharing information while guaranteeing its trustworthiness can be achieved by establishing an intelligent architecture for the network.*

f. **Dealing with concerns about free riders**: As discussed in depth in Chapter II, some members of information sharing agreements see free riders as a problem, and seek to eliminate them from the system, either by compelling their activity or removing them from the framework. Alternatively, others see the benefits given to free riders as valuable to the whole community, and rather than eliminating them, hope to improve the conditions of the information sharing mechanism such that they are incentivized to share more actively. As a mechanism grows, it will likely see a greater share of free riders: the most active participants are likely to have joined in the early stages. While it may be impossible (and even disadvantageous, per Acting Secretary Duke) to eliminate free riders altogether from a very large system, managing perceptions about the obligations and normative behaviors of members will become an important task.
As an international multistakeholder information sharing mechanism grows, it is likely that some members which join later would have less capacity for detecting threats to their own networks, and therefore less ability to provide novel information to the group. A capacity building program aimed at developing this kind of program may be of somewhat limited use compared to its resource cost, when compared to other uses of the information sharing mechanism’s resources. If that were to prove to be the case, then accepting a certain number of free riders, on the basis of improving overall cyber hygiene and resilience, would be a preferable solution. Additionally, monitoring and supporting the use of information shared with those free riders, and tracking their improvements would also be valuable. Arrangements should be made, however, to avoid a situation where less developed members become free riders and have less say and input into the direction of the organization, and less opportunities to contribute, should they desire to change their level of participation.

*Free riders may be inevitable in the network to some extent, but conditions must be sought that will enable their contribution to the network. Users should have the opportunity and incentives to increase the amount of information they share with the group.*

g. **Legal liabilities:** Three major categories of liabilities stemming from information sharing were identified in Chapter II: Adversarial regulatory action, criminal legal liabilities, and civil liabilities. Of these, the first two are immediately resolvable by national governments, and the third requires more consideration. Governments would attract more non-governmental stakeholders by enacting a safe harbor agreement similar to the “Reverse Miranda” proposal in the United States. Effectively, the Reverse Miranda is a phrase derived from the so-called Miranda Rights, which typically includes the phrase “Anything you say may be used against you in a court of law” (Cincinnati Enquirer, 2001), and is meant to indicate that information provided by an organization to a government would not be used for criminal prosecution or adversarial regulatory action. This could be construed in a way that would apply even when a government provides such information
to another government – for example, in the case of an attack emanating from Country A, in which Country A also provides the information to Countries B, C, etc. via the information sharing mechanism. Prior to providing legal safe harbor in this case, there would need to be consideration as to whether the attack had state sponsorship from Country A, or whether Country A had abided by normative behavior in trying to stop the attack.

Civil liabilities may be harder for governments to avoid, as individuals and industry prefer to have the right to legal recourse for damages they suffer. In addition, the burgeoning cyber insurance industry would likely rely on the ability to sue for damages in order to recover some of the losses from high-cost incidents. It may be possible to ensure that information provided within the context of the information sharing mechanism is not used in civil cases against the members of the organization, but enforcing this may provide difficult for jurisdictions where the governments are not members of the organization but corporate entities are, for example.

*Members of the cyber threat information sharing network should seek harmonization of governmental policies that ensure protection for members from legal action, especially regulatory and criminal liabilities via safe harbor arrangements. The cyber threat information sharing mechanism should help ensure the data provided to the group is not used for civil legal action when possible.*
Chapter VI: Implications for international cybersecurity

In Chapter IV we examined policies that would benefit the creation of a large-scale cybersecurity information sharing network. What would the likely implications for such a network in the context of global Internet governance? There are four outcomes which would benefit the overall Internet system:

1. **Reduction in the likelihood of conflict between states in cyberspace:** A cyber information sharing program as described in Chapter IV would lead to cooperative action between states and other stakeholders that would facilitate discussions about the attribution of attacks, build processes for de-escalation of attacks, and further solidify the concept of normative behavior for states and other actors in cyberspace, as proposed by both the UNGGE (2015) and Microsoft (2015), among other bodies.

   In addition, the sharing of vulnerabilities within the group, especially if coupled by policy positions that favor disclosure of vulnerabilities by governments, would lead to more vulnerabilities lasting less time before being addressed by manufacturers, integrators, and users. This would lead to fewer exploitable vulnerabilities on target systems for governments and cybercriminals alike. The lower number of active vulnerabilities that are not recognized by the organization which issued the product and without an available patch (so-called Zero Days) in a government’s arsenal would raise the cost of deploying one, meaning state actors would likely be more hesitant in using cyber arms against other state targets.

2. **Empowerment of all stakeholders in the Internet community:** The mechanism proposed in Chapter IV would provide for opportunities for all stakeholders to participate and would not be run directly by governments. Depending on the mechanism by which the administrative actions are carried out, such a mechanism could be architected in a truly multistakeholder manner or by a custodian appointed by the mechanism’s founding partners.
In addition, because the mechanism would allow all members to contribute and benefit on fairly equal footing, there would be opportunities for stakeholders which aren’t well-represented in the current cybersecurity information sharing mechanisms, such as industry from developing countries, to have significant input into the mechanism and ensure that it meets their needs.

3. **Acceleration of digital transformation**: One metric of success for such a large-scale information sharing platform would be the furtherance of the stability and security of cyberspace. To accomplish this, it would need to provide member organizations with tangible improvements in their individual cybersecurity as well as increase the costs of attack by both nation-state and non-state actors, by making the research and development costs for an attack higher relative to the potential benefits of an attack, primarily by reducing the longevity of a vulnerability. This would ultimately have to extend to capacity building and training of users, to eliminate the risks from the so-called “human factor” as well. In this scenario, users would benefit from greater security online, and improved trust in online systems. This could give a needed impulse to the adoption of digital technology that can drive the economy and improve the provision of services, particularly in e-government and e-commerce.

4. **Capacity building and policy leapfrogging to promote development**: Leapfrogging, as defined for the physical network layer is the “implementation of a new and up-to-date technology in an application area in which at least the previous version of that technology has not been deployed” (Davison, et. al,2000, p2). In the policy sense, skipping policy developments that were charted by developed countries, in order to gain the benefits of that experience and move ahead to the most productive policies would help promote the development of Internet in many developing countries, while also ensuring that new users, which will predominantly come from developing countries, will have a secure and trustworthy online experience. The ability to plug in to a global information sharing network will also help provide capacity
building opportunities for institutions in developing countries as well, by ensuring they have access to the most up-to-date information and leading voices in the sharing community.
Chapter VII: Conclusion

Conclusions:

At the outset of this work, we decided to look at why different cybersecurity information sharing mechanisms did not reach their full potential, and to identify the policy elements that successful information sharing mechanisms would have. As mentioned in Chapter I, this resulted in a complex set of variables. These variables, coupled with the absence of measurements around information sharing mechanisms that would allow for concrete performance indicators into their efficacy, ultimately mean that the best that can be done at the present is to identify the hurdles and obstacles identified by stakeholders and to determine policy frameworks that can alleviate many, if not all, of these issues.

In examining hypothesis one, it is evident from the evolution of the cybersecurity information sharing policy framework in the United States, laid out in Chapter III, that broader scale sharing has been identified as the best way to improve the cybersecurity of all stakeholders simultaneously, at reasonably low costs. This indicates that indeed, the “network effect” does hold true for cybersecurity threat indicator sharing, and that larger networks are likely to provide greater impact for its members, in terms of increased generation, sharing and utilization of cybersecurity threat information. Indeed, while enrollment by major industry actors in CISA has been somewhat lagging behind officials’ hopes, it does appear that CISA has at least partially overcome the guideline of thirty members that Nysswander Thomas put in place for sustaining trust in an information sharing group. However, it may be possible, as outlined in Chapter IV, to better architect trustworthiness into the sharing platform, such trust would no longer be a major factor in organizations’ hesitation to join voluntary information sharing networks.

Turning to hypothesis two, this work reviewed the United States’ model of policy development, which started with internal government stakeholders, grew to include critical infrastructure, then all domestic stakeholders, and may yet expand to include foreign government and other stakeholders, had important consequences in ensuring the government was ready for a deluge of information from
other stakeholders, had policies in place to aid stakeholders without overwhelming them, and responded to the needs of the community over time. These steps are repeatable and can be considered as a pathway or general arc that expands information sharing while solidifying the internal structures and policy environment needed to support large-scale information sharing regimes. While it may not be possible for developing countries to leapfrog these steps, primarily because of the need for the internal organization evident in each step the United States took, the process can be clearly marked and included in capacity building programs to ensure that the model is followed and adapted to other governments which wish to improve their cybersecurity postures by aiding and benefiting from the security of other stakeholders both in and out of their borders. Thus, while the research suggests that leapfrogging over these policy developments may not be advisable, taking an accelerated approach down a well-trodden path may be a viable solution to rapidly improve the global cybersecurity paradigm. Over time, it may be possible to further refine the process to simplify the creation of such information sharing platforms that include all the major stakeholders in a given country, and permit sharing of information with foreign entities as well.

Considerations for future research:

a. Need for measurement: in many aspects of this study, there was a lack of quantifiable data to make important judgments. For example, the lack of knowledge about what kind of data is being shared between organizations, and at what frequency, remains a key issue for determining the efficacy of an information sharing network. Likewise, metrics for measuring the trust in a system, and its effects on the value of an information sharing network, would add great value to this field of research.

b. Deeper understanding of national information sharing practices: Closely linked to the need for measurement, there is a lack of overall data available about the information sharing agreements in place in many countries. The United States is believed to have the most international and domestic agreements, but the types of sharing regimes in place in other countries is simply not available. A survey on a regional or international basis would be a very consequential tool to have at the disposal of future researchers. In particular, the ability to
look at countries of similar internet penetration rates, development indices, or geopolitical position would likely help provide information about the factors affecting countries’ decisions to participate in such networks or not.

c. Further review of non-state actors’ participation in information sharing regimes: Participation in an information sharing network can be hard to estimate, and concerns about free riders and inactive members continue to be a key concern for many stakeholders in such groups. For example, a thorough review of the membership and participation rates in an agreement such as CISA or an ISAC would be very instructive. It is unlikely that such data would ever be made publicly available without significant efforts to anonymize it, due to the sensitivities involved, but it would be useful nevertheless.

d. Continued monitoring of information sharing regimes in other regions, particularly in developing countries, and the development of frameworks to assess their political, economic, social, and technological considerations that may bring about deviations from existing models for information sharing.
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